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Abstract

This study examines empirically the degree to which the history of daytime and
overnight price changes and order flow affects estimates of traders’ beliefs about future
security price changes. Estimates indicate that forecasts of the permanent component of
price changes occurring after the open of trading are significantly related to past price
changes and order flow; but the same is not generally true for price changes occurring
after the close. These results are consistent with models of technical analysis, and models
in which the process of trading facilitates price discovery. The evidence also suggests that
private information is an important determinant of price movements. ( 1998 Elsevier
Science B.V. All rights reserved.
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1. Introduction

Several theoretical models analyze the informational role of prices in secur-
ities markets (e.g., Grossman, 1976, 1978; Danthine, 1978; Diamond and Verrec-
chia, 1981; Verrecchia, 1982; Admati, 1985; Grossman and Stiglitz, 1980). These
models show that equilibrium prices aggregate information that individual
traders possess about a security’s fundamental value, and that prices convey
valuable information to those who trade securities. A large body of empirical
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work builds on these insights by viewing changes in prices as reflective of
information flow (e.g., French and Roll, 1986; Barclay et al., 1990; Jones et al.,
1994; Forster and George, 1995). Each of these studies compares the variability
of price changes when markets are open to times when markets are closed.
Differences in variability are attributed to the flow of private information
because, according to the theories, trading is necessary for prices to change in
response to private information. An implicit assumption in both the theories
and empirical tests is that the entire effect of private information on prices
occurs contemporaneously with trading. However, if prices are not effective
aggregators of information, the full impact of private or public information
on prices may not be realized until after the initial trading on that informa-
tion occurs. Under these circumstances, individuals might rationally condition
their beliefs, and hence trading strategies, on past values of endogenous
market statistics such as past price changes and measures of past trading
activity.

Brown and Jennings (1989), Grundy and McNichols (1989), and Blume et al.
(1994) present theoretical models in which individuals optimally use past price
changes and/or volume as information in making their trading decisions. In
these models, past prices and volume convey information for making investment
decisions that is incremental to the current security price. Although many
models of market micro-structure predict associations between volume and
price variability, the models of technical analysis are unique in that market
statistics affect future price changes through their effect on traders’ beliefs. This
point is emphasized by Blume et al. (p. 154), whose model focuses on the role of
volume:

In other models ... volume is interesting for its correlation with other vari-
ables, but in itself is unimportant: traders never learn from volume nor use
volume in any decision making. By contrast, in our model volume enters
traders’ learning problems because they use the specific volume statistic in
updating their beliefs. Consequently, volume matters in our model because it
affects the behavior of the market, rather than merely describes it.

In this paper, returns and order flow are modeled as a vector time-series
process and variance decompositions are employed to estimate the sensitivity of
traders’ conditional expectations (or forecasts) about future price changes to
past price changes and order flow. The sample contains four sets of fifty NYSE
stocks, each set chosen from a different quartile of trading activity.

Estimates of the sensitivity of forecasts of price changes after the open of
trading to past price changes and order flow are economically and statistically
significant. This finding is consistent with the predictions of models of technical
analysis, and suggests that opening prices do not fully reflect all information in
the trading history. By contrast, the sensitivity of forecasts of price changes after
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the close are not economically significant, except for the least-actively traded
stocks in the sample. In addition, the information that is not incorporated into
opening prices is almost fully incorporated into closing prices. This suggests that
closing prices generally do reflect fully information in the trading history; and is
consistent with the hypothesis that daytime trading facilitates the incorporation
of information in the trading history that is not reflected in opening prices. Also
consistent with this interpretation is the fact that variation in daytime order flow
is more strongly associated with past changes in prices and volume than is
variation in opening order flow.

Comparing opening and closing prices is useful for assessing the validity of
theories that predict that the process of trading facilitates price discovery (e.g.,
Madhavan, 1992; and Leach and Madhavan, 1993). Other studies examine this
prediction empirically by measuring trading costs, or the variance of the transi-
tory component of security returns (e.g., Amihud and Mendelson, 1991; Kleidon
and Werner, 1996; Hasbrouck, 1993; Chan et al., 1994). In those studies, the
quality of price discovery is assessed by the smallness of these quantities. The
results of this study complement theirs by using a different metric for evaluating
the quality of price discovery — the completeness with which prices reflect
value-relevant information in the trading history.

The econometric approach in this paper is similar to that of Hasbrouck (1991)
and Madhavan et al. (1997). Their studies isolate and analyze the permanent
component of price changes to abstract carefully from the effects of market
frictions. The main difference between the approaches is that this study exam-
ines the impact of past versus current information on the permanent component
of price changes. Their studies focus primarily on how the sensitivity of perma-
nent price changes to contemporaneous order-flow shocks changes over the
course of a day.

The approach in this paper to the technical analysis issue is different from
recent studies that examine the profitability of specific trading rules (e.g., Neftci,
1991; Brock et al., 1992; Conrad and Kaul, 1996), or that search for optimal rules
(Allen and Karjalainen, 1995). Those studies test whether rules that generate buy
and sell signals as functions of past levels of a stock index earn excess returns in
trading the index. In this respect, they shed considerable light on whether the
systematic component of stock prices behaves in accordance with traditional
notions of the efficient markets hypothesis. They are not, however, designed for
testing the implications of theoretical models in which technical analysis is an
equilibrium phenomenon. The analysis in this paper focuses on individual
securities, and the metric for judging whether technical analysis has value
reflects the criterion set forth in the theoretical work; namely whether rational
forecasts of future price changes are sensitive to innovations in returns and
trading activity in the recent past. Efficacy of the models cannot be assessed by
computing excess returns to specific strategies because without additional in-
formation about the form of traders’ demand functions (e.g., their risk tolerance,
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level of uncertainty, etc.), forecasts of price changes cannot reliably be translated
into the buy and sell signals that traders presumably follow in equilibrium.

This paper is also distinct from recent empirical studies of return predict-
ability that examine the association between volume and security return auto-
correlations (e.g., Campbell et al., 1993; Conrad et al., 1994). In those studies,
current or lagged volume is modeled as a determinant of the degree to which
future returns can be predicted from past returns. Those studies do not examine
volume as a predictor, nor do they distinguish between changes in prices that are
transitory and changes that are permanent. In this study, past returns and order
flow are modeled as predictors of future price changes; which is important if
trading activity conveys information about first moments of security returns. In
addition, the variance of the permanent component of future price changes that
is related to past innovations in returns and order flow is estimated. This helps
to avoid attributing predictability of temporary components of price changes to
changes in beliefs about the underlying value of securities. This is important
because market frictions affect significantly the dynamics of security returns (see,
e.g., Stoll, 1989; George et al., 1991; Huang and Stoll, 1994), and have been
shown to explain a large portion of the variation in transaction returns over
short horizons (see, e.g., Hasbrouck, 1993; Madhavan et al., 1997).

The next section outlines the estimation technique. Section 3 describes the
data, and Section 4 contains the empirical estimates. A brief conclusion is
provided in Section 5.

2. Empirical method

2.1. Revisions of forecasts of future returns

The goal of this analysis is to estimate the sensitivity of traders’ expectations
about security value to previous innovations in prices and volume. These
estimates are derived from a vector auto-regressive empirical model of the
dynamics of price changes and order flow: x
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,(r
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, r

/5
, v

$5
, v

/5
)@. The variables

r
/5

and r
$5

are the overnight and daytime security returns ending on day t,
respectively. The variables v

/5
and v

$5
are measures of order flow at the opening

and during the daytime (excluding the opening transaction) on day t, respect-
ively. Since v

/5
is trading associated with the overnight return, it is sometimes

referred to as ‘overnight’ order flow for expositional convenience.
This four-variate VAR specification is convenient for working out the analyti-

cs of the variances of forecast revisions (described below). It is equivalent to
a bivariate specification with state-dependent (i.e., day or night) coefficients and
disturbance variances. This enables the model to capture differences between the
dynamic behavior of daytime and overnight returns. Differences in return
dynamics reflect potential differences in the way opening and closing prices
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1For evidence that errors in transaction prices induced by market frictions differ at the open and
close, see for example, Amihud and Mendelson (1987), Stoll and Whaley (1990), and Forster and
George (1996). Hasbrouck (1991) presents evidence on intra-day differences in rates of information
flow into security prices.

aggregate information. For example, if trading facilitates price discovery, then
closing prices may be better aggregators of information than opening prices. In
this case, the dependence of daytime returns on past returns and order flow will
be different from that of overnight returns.1 Our specification detects this by
allowing for different estimates of the dynamic behavior of daytime and over-
night returns, which in turn affects comparisons of the variances of forecast
revisions described in Eqs. (1) and (2) below. Filtering these differences out of the
data (as would be done, for example, to eliminate seasonals in an analysis of
quarterly GDP) would prevent us from examining the prediction of theoretical
models that trading facilitates price discovery.

Both price changes and order flow are included because the theories differ in
the variable whose past realization is informative to traders — past prices in
Brown and Jennings (1989) and Grundy and McNichols (1989), volume in
Blume et al. (1994). These variables are correlated (both in the models and in
reality) and whether past innovations to either or both are useful conditioning
information is an empirical question. The estimates in the tables below provide
an assessment of their relative importance.

Returns and order flow are first-differences in (log) prices and security hold-
ings, respectively. If the time series Mx

t
N
t
is stationary and invertible, the tech-

nique developed by Beveridge and Nelson (1981) can be used to estimate the
impact of innovations in these variables on forecasts (i.e., conditional expecta-
tions) of long-run price changes. Changes in these forecasts are used as estimates
of changes in traders’ beliefs.

The time line in Fig. 1 helps to illustrate this approach. Points in time marked
Mct!2, ct!1, ct,2N are the close of trading on days Mt!2, t!1, t,2N; and
Mot!1, ot,2N are the open of trading on days Mt!1, t,2N. The series of
closing and opening (log) prices are given by Mp

ct~2
, p

ct~1
,2N and

Mp
ot~1

, p
ot
,2N, respectively.

Consider the problem of forecasting how the security’s value will change from
ot through the indefinite future (i.e., the permanent change in the price from its
level at ot). During the 24-hour time interval (ct!1, ct], the market generates
the unexpected component of four statistics captured by the VAR specification
that could affect traders’ beliefs: (i) the overnight return from ct!1 through ot,
(ii) order flow at the open ot, (iii) the daytime return from ot through ct, and (iv)
order flow during day t (exclusive of the opening). The first two statistics are past
information in the sense that if the security price at ot, p

ot
, fully reflects

information in the trading history, neither (i) nor (ii) would affect beliefs about
permanent changes in prices that occur after ot. Therefore, whether technical
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Fig. 1. The timing of information arrivals.

Fig. 2. Forecasts based on 24 h of current and past information.

analysis has value can be tested by assessing the significance of the impact of (i)
and (ii) on changes in expectations of permanent price changes.

The revision in expectations of the permanent price change following the open
is given formally by

D
ot
(ct!1, ct), lim

n?=

ME
ct
[p

ct`n
!p

ot
]!E

ct~1
[p

ct`n
!p

ot
]N, (1)

where E
ct
[ ) ] denotes expectation conditional on information available at time

ct. To estimate how informative are overnight returns and order flow for
forecasts of permanent changes in prices after the open of trading, the variance
of D

ot
(ct!1, ct) is decomposed into components related to (i) — (iv) above, then

examined for whether the components relating to (i) and (ii) are large in
economic terms and statistically significant (see Fig. 2).

Similarly, the degree to which daytime returns and order flow are informative
for forecasts of permanent changes in security prices after the close of trading is
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2To minimize the potential impact of micro-structure frictions on the starting points from which
permanent price changes are computed (p

ot
in Eq. (1) and p

ct~1
in Eq. (2)), midquotes are used in

estimation rather than transaction prices. Sampling is discussed further in Section 3.

examined by decomposing the variance of
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ct~1
]N, (2)

and examining whether the components relating to the return and order flow
during (ot!1, ct!1] are large in economic terms and statistically significant.
If p

ct~1
fully reflects all value-relevant information in the trading history, neither

the return nor order flow during (ot!1, ct!1] should affect beliefs about
permanent price changes occurring after ct!1.2

It may seem strange that we work with forecast revisions that occur during
periods that straddle the price in question, rather than a period preceding this
price. For example, in examining whether technical analysis has value at the
close, we work with D

ct~1
(ot!1, ot) instead of D

ct~1
(ot!1, ct!1). Informa-

tion that arrives during (ct!1, ot] will be highly relevant to forecasts of
permanent price changes starting at ct!1; though its relevance says nothing
about the value of technical analysis. We do not interpret variation attributable
to information in the interval (ct!1, ot] as evidence that technical analysis has
value, however. The only reason we use it is to gauge the economic significance of
information in the earlier interval (ot!1, ct!1] relative to information in the
later period. Specifically, tables report the proportion of the variance of
D
ct~1

(ot!1, ot) attributable to the early (ot!1, ct!1] interval, and the pro-
portion attributable to the later (ct!1, ot] interval for comparison. We believe
that cross-sectional averages of these numbers are easier to interpret than
averages of raw estimates of variance components. The statistical tests do not
use proportions. Inferences are drawn from tests of whether the component of
the variance (in variance units) attributable to the early period is zero. Tables
report rejection rates from such tests at the individual security level.

2.1.1. Estimation
It suffices to describe the estimation procedure for the case where

x
t
,(r

$5
, r

/5
, v

$5
, v

/5
)@, is assumed to be auto-regressive of order one,

Ax
t
"Bx

t~1
#u

t
, (3)

because models with higher order dependence can be re-written as first-order
models by stacking the variables (see Hamilton (1994) (p. 259)). A and B are 4]4
matrices, and u

t
"(u

1t
, u

2t
, u

3t
, u

4t
)@ is an iid random vector of distur-

bances—unexpected returns and order flow. In this specification, the matrix
A captures contemporaneous dependence among the variables, and B captures

T.J. George, C.-Y. Hwang/Journal of Financial Markets 1 (1998) 285—319 291



lagged dependence. The expression for D
ot

in terms of elements of the u
t
vector is
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where b
ij
(k) is the moving average coefficient at lag k corresponding to the jth

disturbance in the equation for x
it

(see Appendix A). The intuition behind this
formula is as follows. A shock to daytime (overnight) returns, u

1t
(u

2t
), affects

expectations of the security’s value through it’s effect on expectations of current
and future daytime returns — the first (second) sum in the first set of curly
brackets — and through its effect on expectations of future overnight returns
— the first (second) sum in the second set of curly brackets. If p

ot
fully reflects all

value-relevant information in the trading history, then u
2t
, the shock to the

previous overnight return, has no impact on beliefs about changes in value
during day t and during future daytime and overnight periods.

The impact of past market statistics on beliefs at the open of trading is
quantified by the component of the variance of D

ot
(ct!1, ct) that is related to

past shocks u
2t

and u
4t
. If the covariance matrix of u

t
is diagonal, these

components are
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].

The formula for D
ct~1

(ot!1, ot) is similar, as is the intuition. If p
ct~1

fully
reflects information in the trading history, then u

1t~1
and u

3t~1
— the shocks to

the daytime return and daytime order flow prior to ct!1 — have no impact on
beliefs about changes in security value during future overnight and daytime
periods. The importance of these elements of the trading history are quantified
by the components of the variance of D

ct~1
(ot!1, ot) attributable to u

1t~1
and

u
3t~1

. If the covariance matrix of u
t
is diagonal, these components are
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(k)H
2
p
3
. (6)

Since these measures are defined in terms of changes in expectations of
long-horizon price changes, they capture the permanent effect of shocks to
returns and order flow, and therefore abstract from any temporary effects these
shocks might have on future prices (perhaps because of market structure
imperfections). This can readily be seen in the formula for D

ot
(ct!1, ct) in
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3Whether a particular approximation is good or not is an empirical question that is addressed
briefly at the end of Section 4.2.

Eq. (4), which depends on sums of signed moving-average coefficients. Since
temporary effects of shocks reverse themselves over time, they have no impact
on D

ot
(ct!1, ct). Hasbrouck (1991) uses this aspect of variance decompositions

to abstract from market structure frictions in estimating the impact of individual
trades on permanent changes in bid and ask quote midpoints within the day.

Individual moving-average coefficients, b
ih
, in Eqs. (5) and (6) can be ex-

pressed analytically in terms of the auto-regressive parameters A and B [see, e.g.,
Judge et al. (1985) (p. 657)]. Variance components are typically estimated by
approximating an infinite sum with a truncated sum of its first several terms,
then substituting estimates of the auto-regressive parameters into the analytical
expressions for the moving-average coefficients that constitute the truncated
sum [see, e.g., Hodrick, 1982; Hasbrouck, 1991, 1993; Campbell and Ammer,
1993]. This is justified because in order for their infinite sum to be convergent,
the moving-average coefficients must decline rapidly.3

In this study, the infinite sums are not approximated. Instead, exact analytical
expressions for the limits to which these sums converge are used. For the
first-order model in Eq. (3), these are given by

=
+
k/a

b
ih
(k)"G

e@
i
(A!B)~1e

h
if a"0,

e@
i
((A!B)~1!A~1)e

h
if a"1,

(7)

where e
i
is the four-dimensional vector that has zeros in all but the ith row,

which contains unity (see Appendix A). Auto-regressive parameter estimates are
then substituted into these expressions. Since the expressions are very simple,
they are easier to work with than truncated sums of individual moving-average
coefficients. As mentioned below, statistics for assessing their significance also
take a simple form.

2.1.2. Assessing economic and statistical significance
The variance components in Eqs. (5) and (6) measure the sensitivity of

conditional expectations to individual elements of u
t
. In particular, they can be

used to compare the relative importance of past innovations to price changes
versus order flow. As mentioned above, their economic significance is assessed
by how large they are as a proportion of the variance of D

ot
(ct!1, ct) and

D
ct~1

(ot!1, ot). These variances measure the sensitivity of conditional ex-
pectations to all information that arrives during (ct!1, ct] and (ot!1, ot],
respectively. Since the latter variances are likely to differ across securities, cross-
sectional averages of ratios measure the relative importance of current and past
price changes and order flow in a manner that abstracts from security-specific
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Fig. 3. Forecasts based on 48 h of current and past information.

differences in the total sensitivity of conditional expectations to information
arrivals.

Statistical significance of the impact of past information on permanent price
changes is assessed for each security individually. Standardizing by the total
variance of * is not necessary in this context, so the significance of the raw
components in Eqs. (5) and (6) is evaluated. The strategy behind the tests is as
follows. Since the (two-stage least squares) estimators of the time-series para-
meters are asymptotically normal, estimates of Eqs. (5) and (6) are also asymp-
totically normal because they are (non-linear but) smooth functions of the
time-series parameter estimates. Using a consistent estimate of the asymptotic
variance of a raw component, a statistic can be constructed that is asymp-
totically standard normal under the null that the raw component is truly zero.
The gradients needed to compute such statistics take a simple form when exact
expressions for the variance components are used. Detailed calculations are
contained in in Appendix B.

2.1.3. Generalizations
The estimates and inferences in this paper are based on a vector auto-

regression of order two. Table 2 reports the proportions of Var [D
ot
(ct!1, ct)]

and Var [D
ct~1

(ot!1, ot)] that are related to each of the disturbances, and
rejection rates of significance tests of the raw components, for this model.
However, focusing on 24 h time periods, and their partitioning at the open and
the close, are not necessary elements of the methods used here. For example, it is
possible to look further into the past for evidence that endogenous market
statistics are important determinants of beliefs. This is done by estimating
quantities similar to those described above, but for revisions in expectations
over 48 h periods for which ‘the past’ contains both a daytime and an overnight
period (see Fig. 3). In accordance with the notation above, these expectational

294 T.J. George, C.-Y. Hwang/Journal of Financial Markets 1 (1998) 285—319



revisions are defined as D
ot
(ot!1, ot#1) and D

ct~1
(ct!2, ct). The components

of their variances that relate to past and current shocks to returns and order
flow are reported in Tables 3 and 4.

2.2. Decomposing the variance of order flow

If the updating of beliefs resulting from public information leads to trading,
then not only will traders’ beliefs be sensitive to past market statistics, but so will
their trading strategies. In fact, the way Brown and Jennings (1989) define
whether technical analysis has value is by whether past market statistics enter
traders’ demand functions. To examine this, the total variances of the order flow
variables v

/5
and v

$5
are decomposed into components relating to each of the

four shocks in u
t
. The variance of forecasts is not decomposed, as was done in

Section 2.1, because the present concern is not with beliefs about long-run
changes in holdings; but whether holdings themselves change in response to past
shocks to prices and order flow. The strategy for estimation and testing is the
same as above, but the details of the calculations are different; so they are
described briefly here.

From the infinite moving-average representations of x
3t
,v

dt
and x

4t
,v

nt
[see Eq. (A.2)], the component of the variance of v

dt
attributable to u

2t
, a shock

to the previous overnight return, is

G
=
+
k/0

b
32

(k)2Hp2
. (8)

Similarly, the component of the variance of v
nt

attributable to u
1t~1

, a shock to
the previous daytime return, is

G
=
+
k/1

b
41

(k)2Hp1
. (9)

These differ from Eqs. (5) and (6) in that the total variances here are functions of
sums of squared moving average coefficients. Comparing components such as
these, calculated for each disturbance, sheds light on the relative importance of
contemporaneous versus past shocks to returns and order flow in explaining
observed trading activity.

Components of the variance of order flow are estimated by substituting
auto-regressive parameter estimates into exact expressions for the infinite sums
of squared moving-average coefficients like those in Eqs. (8) and (9). Computa-
tional formulas for these sums are [see Hamilton (1994) (p. 265)]

=
+
k/a

b
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(k)2"G

e@
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)e
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if a"1,

(10)

T.J. George, C.-Y. Hwang/Journal of Financial Markets 1 (1998) 285—319 295



4See Forster and George (1995, 1996) for comparisons of cross-listed and non-cross-listed stocks.

where,

Vec[S
h
]"[I!H?H]~1Vec[K

h
], K

h
"A~1e

h
e@
h
(A@)~1 and H"A~1B,

and e
i
is the four-dimensional vector that has zeros in all but the ith row, which

contains unity.
Economic significance of the components of the variance of order flow is

assessed by computing cross-sectional averages of the proportion of the variance
of v

dt
and v

nt
explained by each component:

M+=
k/0

b
32

(k)2Np
2

Var[v
dt
]

and
M+=

k/1
b
41

(k)2Np
1

Var[v
nt
]

. (11)

When averaged cross-sectionally, these ratios have a clearer interpretation than
the raw components (e.g., Eqs. (8) and (9)) because they abstract from differences
across securities in the total variance of daytime or overnight order flow.
Statistical significance is assessed for each security individually, and the strategy
behind the tests is the same as it was in connection with the raw components of
permanent returns. However, the functional form of the components is different
(see Appendix B).

3. Sample selection and data

The data for this study consist of the quotations, transaction prices and order
quantities obtained from the Institute for the Study of Security Markets (ISSM)
files for 1986 — 1989. The sample is selected by first ranking all NYSE stocks that
appear in the files by their average daily trading volume (in dollars) over all four
years, then selecting the top fifty stocks in each quartile that are not traded in
Britain or Tokyo.4 Stocks are classified into groups based on dollar trading
volume in order to control for differences in the speed of price responses to
information that might exist between stocks that are highly visible and those
that are less well-known. For each stock, the time series of daytime and
overnight returns are calculated using the midpoints of the first and last NYSE
quotes of each day adjusted for cash distributions, stock dividends and splits.
Order flow at the opening and during the rest of the day are computed using the
volume (in shares) of individual transactions, and the algorithm suggested by
Lee and Ready (1991) to determine whether each order is a purchase or a sale
(see Appendix C). Order sizes are re-scaled so that stock dividends and splits do
not affect the order flow measure.
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Although they are computed in a similar manner, opening and daytime order
flow variables have different economic interpretations. Daytime order flow is
computed by cumulating the signed individual transactions that occur through-
out the day, excluding (including) the first transaction if the stock opens with
a trade (the posting of quotes). Assuming that the signing algorithm is correct,
this variable is a precise measure of net trading activity. Opening order flow is
computed similarly. If the stock opens with a trade, it is signed using the
algorithm described in Appendix C; if it opens with the posting of quotes,
opening order flow is zero. For actively traded stocks, opening transactions are
likely to involve the crossing of several orders, the extent of which cannot be
estimated. Consequently, this variable is not necessarily a measure of net order
flow at the opening, but a signed measure of total trading at the opening for
active stocks. Since opening and daytime order flow are treated as separate
variables, the difference in their construction does not create stationarity prob-
lems that would occur if an alternating sequence of these variables were treated
as a single order flow series. Moreover, we believe that these variables corres-
pond to the market statistics that are readily observable to traders, and for that
reason are well-suited to this study.

Descriptive statistics are contained in Table 1. The equity capitalization of
stocks in each quartile is approximately four times that of stocks in the next
(lowest) quartile of dollar trading volume. This is similar to the sample that
would have resulted from initially ranking securities based on equity capitaliza-
tion rather than dollar volume. Return volatility is similar across quartiles; but
varies across stocks within quartile 3 by about twice as much as within the other
quartiles. The standard deviation of daytime order flow declines approximately
by a factor of two across quartiles of lesser trading activity. The same is true of
opening order flow across quartiles 2—4; but the standard deviation of the
opening order flow of quartile 1 is more than three times that of quartile 2. This
could be due to the fact that our measure of opening order flow for active stocks
is more likely to reflect the aggregation of several orders than it is for less active
stocks. The last two rows of Table 1 indicate that the average absolute value of
daytime order flow is between twelve and fifteen times as large as that of opening
order flow for stocks in quartiles 2—4; but only slightly above seven for stocks in
quartile 1.

4. Model specification and empirical results

4.1. Specification

Results reported in the tables are based on a four-variate VAR(2) involving
daytime and overnight returns, and daytime and overnight order flow. This
specification is defined to include two lags of each of the four variables, and to
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5This is selected in favor of a first-order model (as used in Campbell and Ammer, 1993, for
example) because spot checks indicate that significant second-order relations exist for some secur-
ities. Even if VAR(1) is the correct specification for some securities, inferences will not be affected
because the test statistics are constructed in a manner that accounts for the precision with which the
VAR parameters are estimated. Parameter estimates that are insignificantly different from zero
receive little weight in testing the significance of variance components.

6This is crucial because ignoring the temporal ordering of variables with the same time subscript
would lead us to systematically mis-classify the source of variation in forecast revisions. For
example, if the dependence of daytime returns on (preceding) overnight returns were ignored, the
effect of the overnight return shock on the revision in beliefs about price changes after the opening
would be understated.

respect the dependence among the variables that occurs because observations
with the same time subscript are ordered in clock time. The same model is
estimated for all the stocks in the sample to facilitate cross-sectional aggregation
and comparisons. This specification is relatively parsimonious, yet its lag struc-
ture should be sufficient to capture the effects of micro-structure frictions on
returns.

In accordance with the notation of Section 2, the model is

Ax
t
"Bx

t~1
#Cx

t~2
#u

t
, (12)

where x
t
"(r

dt
, r

nt
, v

dt
, v

nt
)@, u

t
"(u

1t
, u

2t
, u

3t
, u

4t
)@ is a vector of random distur-

bances assumed to be iid, B is an arbitrary 4]4 matrix, and

A"C
1 a

12
a
13

a
14

0 1 0 a
24

a
31

a
32

1 a
34

0 a
42

0 1 D, C"C
c
11

0 0 0

c
21

c
22

c
23

0

0 0 c
33

0

c
41

0 c
43

c
44
D.

The matrix C is defined so that two lags of each variable appear in each
equation.5 The matrix A is defined to allow daytime returns and order flow to
depend on each other and on previous overnight returns and opening order
flow; but overnight returns do not depend on the daytime returns and order flow
that succeed them.6 Contemporaneous correlation is captured by parameters in
the A matrix; so in estimation and hypothesis testing, the covariance matrix of
the disturbances is assumed to be diagonal.

Following Gallant et al. (1992), we account for mean return and order-flow
effects associated with day-of-the-week, turn-of-the-year and the October 1987
crash by estimating regressions of each variable on an intercept and indicators
for each of Tuesday through Friday, an indicator for whether the date is between
December 15 and January 15, and an indicator for October 1987. The residuals
from these regressions (estimated separately for each security) are used in
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7By the way opening order flow is defined, the posting of opening quotes follows the realization of
opening order flow in clock time. So although the overnight return and opening order flow both
reflect events of the period subsequent to the prior closing, opening order flow is observable to
liquidity providers at the time that opening quotes are posted. Consequently, in estimation, the
overnight return is treated as an endogenous variable in estimating the equation for opening order
flow; but opening order flow is treated as a pre-determined variable in estimating the equation for
overnight returns. The same treatment is applied to daytime returns and order flow because even if
the stock closes with a transaction, the last quotes are posted after almost all of daytime order flow
has been realized.

8The large mean of quartile 4 is due to a single security whose standard deviation estimates are in
excess of 500%. The averages without this security are 3.7% and 2.6%.

estimating the vector auto-regressions. Eq. (12) is estimated using two-stage
least squares separately for each of the two-hundred securities in the sample.7

In principle, parameter estimates should be obtained jointly for all securities
in a manner that accounts for the correlation of u

t
vectors across securities; but

the number of parameters involved in such an exercise with just a few securities
exceeds what can feasibly be estimated with available computing resources.
Since the significance tests at the individual security level are not likely to be
independent, both rejection rates and the average value of the test statistic are
reported in the tables below. The average test statistic conveys a sense of
whether the (potentially correlated) rejections are strong or weak.

4.2. Empirical results

4.2.1. Permanent changes in prices
Table 2 presents the results of the variance decomposition of the permanent

component of returns described in Section 2.1. Each security’s estimated VAR is
checked for invertibility before computing variance decompositions. The VARs
of all but three securities in the sample are invertible. Each of the cross-sectional
averages that are reported in the tables by quartile are based on at least 48
components estimates. Each panel contains within-quartile cross-sectional
means of the standard deviations of D

ot
(ct!1, ct) and D

ct~1
(ot!1, ot), and the

proportions of the variance of each * attributable to each of the four elements of
the disturbance vector, u

t
. The cross-sectional means of the standard deviations

of D
ot
(ct!1, ct) and D

ct~1
(ot!1, ot) are between 2.5% and 14.2%.8 These

measure the extent to which forecasts of permanent price changes are revised
based on information that arrives within a 24 h period. The estimates suggest
that non-trivial revisions in conditional expectations occur over such periods.

The forecast revisions D
ot
(ct!1, ct) and D

ct~1
(ot!1, ot) are defined so that

part of the information causing revisions in beliefs is available in the recent past,
and the rest is available only at present. The decomposition of the variance of
D
ot
(ct!1, ct) for stocks in quartile 1, for example, indicates that on average
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9The discussion in the text focuses on means to highlight the relative contributions of the variance
components. Medians do not account for all the variation because they need not add to one across
components. However, medians are reported because they convey a sense of how dependent is the
forecast revision of the ‘typical’ stock in a quartile to an individual source of variation. For instance,
forecast revisions after the opening for the typical stock in quartile 1 are insensitive to unexpected
opening order flow (0.434%), barely sensitive to the unexpected overnight return (2.471%) and
moderately sensitive to current daytime order flow (14.4%). Looking across quartiles, the typical
security in each quartile is less sensitive to these three components than are securities on average.
This is not entirely a reflection of the fact that these components are bounded below by zero. The
typical security is more sensitive to the current-day unexpected return than are securities on average.

10As a sensitivity check, we also conducted inferences using heteroskedasticity-consistent stan-
dard errors for quartiles 1 and 4; and rejection rates varied only slightly from those reported in the
table.

4.46% of the variation in the revision in agents’ beliefs about changes in security
value after the open of trading is associated with the shocks to opening order
flow; and 10.45% relates to the shock to the price change during the previous
overnight period. These estimates imply that, on average, nearly 15% of the
variation in estimates of agents’ beliefs about security value is associated with
past market statistics; the proportions for quartiles 2—4 are 12.55%, 13.16% and
7.55%, respectively. The remainder of the variation is associated with current
shocks to security returns and order flow.9

Also reported in Table 2 are cross-sectional averages of z-statistics computed
for individual securities; and the percentage of securities in each quartile for
which the z test rejects the null hypothesis that the variance component is equal
to zero. These numbers indicate that past market statistics are statistically
significant determinants of belief revisions for between 74% and 83% of secur-
ities in quartiles 1—3; rejection rates are 66% and 60% for quartile 4. By way of
comparison, rejection rates for current information are between 84% and 98%
for quartiles 1—3; and 78% and 86% for quartile 4. These inferences are robust to
controlling for possible correlation in the test statistics across securities. The
average z-statistics for past innovations all exceed six, which implies that the
vector of z-statistics for each quartile falls well outside the Bonferroni bound of
3.5 for a parameter vector of dimension fifty at the 1% significance level.10

The implication of these estimates is that, on average, opening prices do not
fully reflect information in the trading history. Rather, past market statistics
convey information that is incremental to the current price for the purpose of
forecasting changes in the security’s value. This effect is stronger for more active
than less active stocks, and is significant in both economic and statistical terms
for stocks in quartiles 1—3. These findings are consistent with the predictions of
models of technical analysis in which agents condition their beliefs on past
market statistics in arriving at their assessment of the security’s true value. The
magnitudes of the estimates suggest that past innovations in price changes are
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somewhat more important than past innovations in order flow. However, the
differences are small enough that a clear case does not emerge for whether
models based on past volume or past prices are more realistic.

Table 2 also contains estimates of the proportion of the variance of
D
ct~1

(ot!1, ot) attributable to each disturbance. In this decomposition, fore-
casts relate to price changes after the closing, and unexpected daytime returns
and order flow are the information in the trading history. The estimates imply
that, on average, 8.09%, 9.85%, 7.57% and 13.2% of the variation in estimates
of agents’ beliefs about the value of stocks in quartiles 1—4 is associated with past
market statistics. These proportions are statistically significant for 74% or more
of the securities in each of quartiles 1—3; with the lowest rejection rate at 64% for
past daytime order flow in quartile 4. For all quartiles, the statistical significance
of these estimates is similar to those above. Economic significance is less than
above for all but quartile 4.

These results indicate that the closing prices of stocks in quartiles 1—3 reflect
information in the trading history more fully than opening prices on average.
Only quartile 4 stocks exhibit a proportional forecast revision variance that
exceeds 10%, on average. The differences across quartiles suggest that informa-
tion generated by the trading process is better incorporated into closing prices
for stocks that trade more actively than stocks that trade less actively. This is
consistent with the hypothesis that trading facilitates price discovery, a view
advanced by Madhavan (1992) and Leach and Madhavan (1993). The nature of
our findings is similar to evidence presented in Madhavan et al. (1997). Their
estimates imply that the volatility of the component of returns that is not related
to market frictions decreases throughout the day; and the permanent impact of
orders on prices decreases more for stocks of large than small firms.

The results in Table 2 also show that order flow is a significant source of
value-relevant information. Daytime order flow accounts for between 14.9%
and 22.7% of the variance of forecast revisions occurring after the opening, and
is statistically significant for 78% or more of the securities in the sample. The
measure of opening order flow is less precise than daytime order flow because
opening orders are aggregated, but still accounts for between 24.1% and 34.8%
of the variance of forecast revisions occurring after the close. This supports
Hasbrouck (1991) finding that information about trading is an important source
of variation in the permanent component of intra-day revisions of NYSE quotes.
He interprets trade-related variation as the incorporation of private information
into prices. Using his interpretation, the results in Table 2 suggest that as much
as one-third of the value-relevant information that arrives over the course of an
average trading day could be private.

Table 3 reports the variance decomposition of D
ot
(ot!1, ot#1), which

measures the revision in expectations between the open of trading on day t!1
and the open on day t#1 concerning long-horizon returns to occur after the
open on day t. This definition of D reflects information that arrives in the 24 h
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periods preceding and following the opening, rather than just the previous
overnight and the subsequent daytime periods captured by D

ot
(ct!1, ct). These

decompositions are used to examine the degree to which variation in forecast
revisions is attributable to information that arrives in both the recent and
distant past.

The boldface columns on the left-hand side of Table 3 show that shocks to
returns and order flow from the preceding day (i.e., the distant past) explain, on
average, 3.2% or less of the variance of forecast revisions (with smaller rejection
rates for the larger estimates). This compares with percentages between 3.3%
and 7.5% for information in the preceding night (i.e., recent past). This means
that the earlier finding that opening prices do not reflect fully information in the
trading history is limited to information in the recent past.

Similar conclusions emerge from the decomposition of the variance of
D
ct~1

(ct!2, ct) reported in Table 4. The boldface columns on the left side of the
table indicate that, on average, 2.9% or less of the variance of forecast revisions
of price changes to occur after the close are explained by shocks to returns and
order flow from the previous overnight period. The results in Table 2 indicate
that opening prices do not fully reflect information from the previous overnight,
on average, for stocks in quartiles 1—3. The results in Table 4 indicate that this
information is incorporated by the close of trading. Taken as a whole, the results
in Tables 3 and 4 suggest that when opportunities to benefit from technical
analysis exist at the individual security level, they are short-lived.

These tables also show that order flow is an economically and statistically
significant source of value-relevant information for securities in all quartiles.
Between 17% and 28% of the variance in forecast revisions is attributable to
current shocks to order flow, with similar percentages for daytime and opening
order flow. This suggests that a large portion of permanent changes in prices
occurs through trading on private information both at the open and during the
day.

Although not reported in tables, we checked to see how sensitive the propor-
tions are to estimating components using truncated sums of moving-average
coefficients. The mean differences are small for five- and ten-lag truncations.
Therefore, it probably makes little difference whether truncated or exact sums
are used to compute cross-sectional averages of variance components. However,
exact sums must be used for hypothesis testing because the statistics described
here are not appropriate for assessing the significance of truncated sums. Exact
sums also should be used if one is interested in explaining cross-sectional
variation in the estimates. In some individual cases, the magnitudes of the errors
due to truncation were large.

4.2.2. Order flow
The results so far indicate that opening prices do not fully reflect information

from the previous night, but closing prices fully reflect information from the
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previous day’s trading; and that this characterization is true to a greater degree
for more active stocks than less active stocks. If trading does indeed facilitate the
price discovery process, then trading that occurs during the day should help
prices impound information in the trading history that is not fully reflected in
opening prices. This means that some of the variation in daytime order flow
should be related to shocks to the overnight return and opening order flow; and
that this relation should be stronger for stocks in the quartiles of greater trading
activity. Also, opening order flow should not be strongly related to information
in the trading history because closing prices appear to reflect fully this informa-
tion (except, perhaps, stocks in quartile 4).

The impact of past market statistics on trading patterns is examined in
Table 5, which reports variance decompositions of the daytime and overnight
order flow variables. Also reported are cross-sectional averages of z-statistics
and rejection rates associated with z tests on individual securities.

The results are mostly consistent with these conjectures, but economic signifi-
cance is not strong. Between 3.6% and 7.0% of daytime order flow is related to
shocks to returns and order flow from the previous night; and these proportions
are greater, on average, for stocks in quartile 1 than for stocks in quartiles 2 and
3. The average for quartile 4 is the largest, despite the earlier finding that
opening prices of those stocks reflect information in the trading history more
fully than stocks in the other quartiles. In all but one instance, rejections rates
are 74% and above for tests of the hypothesis that the variance component is
zero. Between 0.7% and 2.9% of opening order flow is related to shocks to
returns and order flow from the previous daytime, on average, for stocks in
quartiles 1—3. As expected, the estimates for quartile 4 are larger; on average,
7.5% of the variance of opening order flow is attributable to unexpected returns
and order flow from the previous day. Statistical significance is weak, which
could reflect the fact that our estimate of opening order flow is imprecise because
orders are aggregated at the opening.

5. Conclusion

This study estimates the sensitivity of forecasts of permanent security price
changes to current and past market statistics. Forecasts of price changes after
the open of trading are related to price changes and order flow in the recent, but
not distant, past; the relation is stronger for more actively traded stocks. By
contrast, forecasts of price changes after the close are not significantly related to
past market statistics; except for the least-actively traded stocks in the sample.
These findings support the predictions of models of technical analysis such as
Brown and Jennings (1989), Grundy and McNichols (1989), and Blume et al.
(1994), which hypothesize that current prices do not always fully reflect value-
relevant information in the trading history.
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The manner in which the results differ between open and close and
across stocks grouped by trading activity suggests that trading facilitates the
incorporation of past information into prices. A similar conclusion is
reached by other researchers who examine return volatility, and bid-ask
spreads throughout the day such as Amihud and Mendelson (1991), Hasbrouck
(1991, 1993), Chan et al. (1994), and Madhavan et al. (1997). The results in
this paper complement theirs by focusing specifically on information in the
trading history, and the rate at which it becomes incorporated into prices
through trading.

The theories of technical analysis are set in single-risky-asset economies, and
the empirical work in this paper treats individual securities as independent
because joint estimation for multiple securities is not practical. However, cross-
security or market-wide effects might also be important to forecasts of long-run
price changes. For example, cross-serial correlation exists in raw returns (see Lo
and MacKinlay, 1990; Conrad et al., 1991), and returns within size deciles
exhibit forecastable systematic components (see Conrad and Kaul, 1988). These
effects, which are ignored here by focusing exclusively on security-specific
information in the trading history, might make this paper’s assessment of the
models of technical analysis conservative.

The tests in this paper for whether technical analysis has value are designed to
conform to the spirit of models in which technical analysis is a rational
phenomenon. Nevertheless, the tests cannot distinguish between rationality and
irrationality as explanations for why technical analysis might have value. The
results indicate that even rational (linear) forecasts of long-run price changes are
sensitive to past events. This could occur because noise in the system prevents
even a good Bayesian from fully understanding past events until more data is
observed, or because market participants under- or over-react to observa-
tions whose interpretation should be unambiguous, or some combination of
these effects. A careful laboratory experiment might be able to assess the
relative importance of these effects on the behavior of individual market
participants.

Acknowledgements

We thank Joyce Berg, Doug Foster, Yasushi Hamao, Joel Hasbrouck,
Gautam Kaul, Ananth Madhavan, Tom Rietz, Paul Schultz, Avanidhar
Subrahmanyam (the editor), Ben Wilner, an anonymous referee and seminar
participants at Hong Kong University of Science and Technology, Michigan
State University, Northwestern University, the University of Iowa, the
University of Maryland, and the University of Notre Dame for helpful
comments.

T.J. George, C.-Y. Hwang/Journal of Financial Markets 1 (1998) 285—319 309



Appendix A. Derivation of equations

Derivation of Eq. (4): Assuming that A~1 exists, Eq. (3) in the text can be
written as

x
t
"Hx

t~1
#A~1u

t
where H"A~1B,

or as

x
t
"

=
+
k/0

HkA~1u
t~k

(A.1)

provided that the eigenvalues of # are inside the unit circle. If we define b
ih
(k) to

be the (i, h)th element of HkA~1, then the ith equation in Eq. (A.1) can be written
as

x
it
"

=
+
k/0

b
i1
(k)u

1t~k
#

=
+
k/0

b
i2
(k)u

2t~k
#

=
+
k/0

b
i3
(k)u

3t~k
#

=
+
k/0

b
i4
(k)u

4t~k
,

(A.2)

the sum of four infinite moving averages. We can write p
ct`n

!p
ot

as a sum of
returns over the period from ot to ct#n, and p

ot`n
!p

ct~1
as a sum of returns

over the period from ct!1 to ot#n. Recalling that x
1t
,r

$5
and x

2t
,r

/5
, these

sums are given by

p
ct`n

!p
ot
"x

1t
#

n
+
j/1

(x
1t`j

#x
2t`j

),

p
ot`n

!p
ct~1

"

n
+
j/0

(x
1t`j

#x
2t`j

). (A.3)

Consider the case in which u
t
"(u

1t
, u

2t
)@. Eq. (A.3) can be written as

p
ct`n

!p
ot
"

n
+
j/0

x
1t`j

#

n
+
j/1

x
2t`j

,

implying that

E
ct
[p

ct`n
!p

ot
]!E

ct~1
[p

ct`n
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ot
]

"GEctC
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+
j/0

x
1t`jD!E
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j/0

x
1t`jDH#GEctC

n
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j/1

x
2t`jD

!E
ct~1C

n
+
j/1

x
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This can be written more compactly as

DEct
ct~1
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ct`n

!p
ot
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n
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DEct
ct~1

[x
1t`j

]#
n
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]
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using the notation, DEct
ct~1

[ ) ],E
ct
[ ) ]!E

ct~1
[ ) ]. Since u

t
"(u

1t
, u

2t
)@, the

infinite MA representations of x
2t
, x

1t`j
, and x

2t`j
are

x
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=
+
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+
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,
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+
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. (A.4)

Note that expectations change only with realizations of shocks. Between ct!1
and ct, the shocks u

1t
and u

2t
are realized. Consequently,

DEct
ct~1

[u
ht~s

]"G
u
ht

if s"0

0 otherwise
for h3M1, 2N.

Therefore,
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( j)u
1t
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(j)u

2t
.

Substituting these expressions into the definition of D
ot
(ct!1, ct) yields

D
ot
(ct!1, ct), lim

n?=

MDEct
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which is the first statement in Lemma 1 for the special case in which
u
t
"(u

1t
, u

2t
)@. By the way x

t
is defined in the general case, the shocks u

1t
and

u
3t

are contemporaneous, as are the shocks u
2t

and u
4t
. Consequently, the

order-flow shocks u
3t

and u
4t

enter the functional forms of D
ot

in the same
manner as their contemporaneous return-shock counterparts. Generalizing
Eq. (A.5) to reflect shocks to order flow yields Eq. (4) in the text.
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Derivation of Eq. (7): Define the matrix

tb(k),C
b
11

(k) 2 b
14

(k)

F } F

b
41

(k) 2 b
44

(k)D.
Using this definition, b

ih
(k)"e@

i
tb(k)e

h
, and

=
+
k/a

b
ih
(k)"e@

iA
=
+
k/a

tb(k)Beh.
By definition, b

ih
(k) is the (i, h)th element of HkA~1, so tb(k)"HkA~1. There-

fore, if it exists,

Wb,
=
+
k/0

tb(k)"
=
+
k/0

HkA~1"(I!H)~1A~1

and

Wb!tb(0)"(I!H)~1A~1!A~1.

Using the definition H"A~1B, yields

=
+
k/a

b
ih
(k)"G

e@
i
(I!A~1B)~1A~1e

h
if a"0,

e@
i
((I!A~1B)~1A~1!A~1)e

h
if a"1,

which is equal to Eq. (7) in the text.

Appendix B. Description of test statistics

B.1. Permanent components of returns

Let C denote the vector of time-series parameters arranged in a convenient
manner (e.g., (Vec(A)@, Vec(B)@)@), and define p,(p

1
,2, p

4
)@ to be the list of

diagonal elements of the diagonal covariance matrix of u
t
. Finally, define

f ih
a

(C)"
=
+
k/a

b
ih
(k),

the formula for which is given in Eq. (8). A ‘generic’ raw component of the
variance of permanent returns (e.g., Eq. (6) or Eq. (7)) can be written as

F(C; p)"C+
i

f ih
a

(C)D
2
p
h

for choices of i, h and a that correspond the component of interest. Since F is
continuously differentiable, then using an estimator CK that is asymptotically

312 T.J. George, C.-Y. Hwang/Journal of Financial Markets 1 (1998) 285—319



11Note that an estimate has not been substituted for the true value of p. This is unnecessary
because the z-ratio is independent of p; F and FC depend linearly on the same element of p, so it
cancels from numerator and denominator. This makes sense because the question being addressed is
whether the moving average coefficients are large or small, not whether the variance of the
disturbance is large or small.

normal implies that

J¹(F(CK ; p)!F(C; p)) P$ N(0, FC(C; p)XCFC(C; p)@),

where ¹ is the sample size, FC is the row-vector of partial derivatives of F with
respect to the elements of C and XC"E[(CK !C)(CK !C)@] is the asymptotic
covariance matrix of CK [see, for example, Hamilton (1994) (Proposition 7.4)].
Therefore, a statistic can be constructed that is asymptotically standard normal
to test whether F(C; p)"0. The form of the z-statistic for such a null is

z
F
,

F(CK ; p)

J(1/¹)MFC(CK ; p)XK CFC(CK ; p)@N
,

where XK C is a consistent estimate of XC.11
The mathematical structure of the exact sums in Eq. (8) is such that the

elements of FC take a very simple form involving products of the infinite sums of
moving-average coefficients.

¸emma 1. ¸et c be any element of C. ¹hen

Lf ih
o

Lc
"G

!f il
o

(C) f jh
o

(C) if c"a
lj
,

f il
o
(C) f jh

o
(C) if c"b

lj
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Lf ih
1
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!f il
o

(C) f jh
o
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il

a(~1)
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if c"a
lj
,

f il
o
(C) f jh

o
(C) if c"b

lj
,

where a
lj

is the (l, j)th element of A, b
lj

is the (l, j)th element of B, and a(~1)
lj

is the
(l, j)th element of A~1.

Proof. To compute an element of Fc, we have to compute derivitives of the f ih
a

’s
with respect to each time series parameter. The computations are all about the
same, and rely on Corollary 41 in Dhrymes (1984) (p. 125) that says if M is
a non-singular matrix whose elements depend on the scalar parameter a, then
LM~1/La"!M~1(LM/La)M~1. The computation when a"0 is

f ih
o

(h)"e@
i
M~1e

h
where M"(A!B),
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so

Lf ih
o
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"e@
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lj

e
h
,

where a
lj

is the (l, j)th element of A, and
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"!M~1
LM
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lj

M~1.

Note that LM/La
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is the matrix filled with zeros except the (l, j)th entry which is
unity, so
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l
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thus,
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The symmetry of the problem implies that if b
lj

is the (l, j)th element of B then,
for a"0,

Lf ih
o

Lb
lj

"f il
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f jh
o

.

When a"1, the same form (product of f ’s) obtains, but derivitives with respect
to elements of A have an additional term:

Lf ih
1

La
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"
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e
h

"!f il
o

f jh
o
#(e@

i
A~1e

l
)(e@

j
A~1e

h
)

"!f il
o

f jh
o
#a(~1)

il
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,

where a(~1)
il

is the (i, l)th element of A~1. Derivitives of f ih
1

with respect to the
elements of B are identical to those of f ih

o
.E

B.2. Order flow

As before, let C denote the vector of time-series parameters and p the list of
elements of the diagonal covariance matrix of u

t
. Also define

gih
a
(C)"

=
+
k/a

b
ih
(k)2
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12As before, p cancels from the ratio.

as given in Eq. (11). A generic raw component of the variance of order flow can
be written as

G(C; p)"[gih
a
(C)]p

h

for choices of i, h and a that correspond the component of interest. Since G is
continuously differentiable, using an estimator CK that is asymptotically normal
makes it possible to test whether G(C; p)"0 using a z-statistic:

z
G
,

G(CK ; p)

J(1/¹)MGC(CK ; p)XK CGC(CK ; p)@N
,

where GC is the row-vector of partial derivatives of G with respect to the
elements of C.12 It is clear from Eq. (11) that the vector GC can be constructed
from the derivatives of the diagonal terms of S

h
and (S

h
!K

h
) with respect to

the elements of C. The next result provides formulas for these derivatives.

¸emma 2. ¸et c be any element of C. ¹hen Lgih
o
/Lc is the (i, i)th element of the

matrix LS
h
/Lc, and Lgih

1
/Lc is the (i, i)th element of the matrix (LS

h
/Lc!LK

h
/Lc),

where

»ecC
LS

h
Lc D"(I!H?H)~1»ecC

LK
h

Lc
#

LH

Lc
S

h
H@#HS

h

LH@
Lc D

and

LK
h

Lc
"!GA~1

LA

Lc
K

h
#K

h

LA@
Lc

(A~1)@H
LH

Lc
"A~1G!

LA

Lc
H#

LB

LcH.
If c"a

lj
then LA/Lc is the matrix having the same dimension as A with unity as its

(l, j)th entry and zeros elsewhere, and LB/Lc is the matrix of zeros with the same
dimension as B. If c"b

lj
then LB/Lc is the matrix having the same dimension as

B with unity as its (l, j)th entry and zeros elsewhere, and LA/Lc is the matrix of
zeros with the same dimension as A.

Proof. From Hamilton (1994) (p. 265) we have

S
h
!HS

h
H@"K

h
.
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Differentiating with respect to c
o
yields

LS
h

Lc
o

!G
LH
Lc

o

(S
h
H@)#HA

LS
h
H@

Lc
o
BH"

LK
h

Lc
o

,

LS
h

Lc
o

!G
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o

(S
h
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h
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o

H@#S
h

LH@
Lc

o
BH"

LK
h
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o

,
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h
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o

H@"
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h
Lc

o

#

LH

Lc
o

S
h
H@#HS

h

LH@
Lc

o

.

This expression can be vectorized and solved for

VecC
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h
Lc

o
D"(I!H?H)~1VecC
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S
h
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h
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o
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We also have
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and, finally,
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Appendix C. Description of algorithm to sign trades and compute returns

If the first transaction/quotation record of the day is a trade rather than
a quote, we record the volume of the opening trade and sign it as positive
(negative) if the opening transaction price is greater (less) than the previous day’s
closing price — the midquote if the stock closes with the posting of quotes, or the
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last transaction price if it closes with a trade. If the price is the same, the trade is
regarded to be a cross (buy volume roughly offsets sell volume) and a zero is
recorded for opening order flow. The midpoint of the opening quotes is then
used as the terminal price in calculating the overnight return, and as the initial
price for calculating the subsequent daytime return. Opening order flow is not
used in calculating daytime order flow. If the first record of the day is a quote
rather than a trade, opening order flow is zero.

We sign trades that occur after the opening according to their nearness to the
prevailing quotes. If such quotes are not available, the trade is signed according
to whether its transaction price is higher or lower than the price of the preceding
transaction. We follow the procedure suggested by Lee and Ready (1991) and
select the freshest quotes that are at least five seconds old, relative to the timing
of the trade. (The exception to this is that immediately after the first transaction
of the day, the oldest quote may not be five seconds old, but we use it anyway.)
We call these quotes a

t
and b

t
; and denote the transaction price and quantity as

p
t
and x

t
, respectively.

If Da
t
!p

t
D(Dp

t
!b

t
D then n

t
"x

t
,

Else if Da
t
!p

t
D'Dp

t
!b

t
D then n

t
"!x

t
,

Else if Da
t
!p

t
D"Dp

t
!b

t
D, or there is a transaction following the opening

transaction without an intervening quote revision, then
If p

t
'p

t~1
then n

t
"x

t
,

Else if p
t
(p

t~1
then n

t
"!x

t
,

Else if p
t
"p

t~1
then n

t
"0.

We define daily net volume for day i to be N
i
"+

t */ $!: i
n
t
.
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