Rauli Susmel

Econometrics 2
Homework 3
1. Consider the model yt = .5 + 1.2 yt-1 - .35 yt-2 + εt,  


a. Find the mean and variance of y.

b. Find the roots of the lag polynomial. Is this process covariance stationary?

c. Is the process strong form stationary? Why or why not?

d. Pre‐multiply both sides by the inverse of the lag polynomial and write the model as an

infinite order moving average model.

e. Find the unconditional distribution of y.

f. Find the impulse response function.

g. Using the infinite order moving average representation, take expectations of yt given Ft‐k , where Ft‐k includes the values of the ε’s. This is easy once you’ve found the MA

representation.

h. Write the forecast error (this will be a sum of future epsilons, like we did in class). 

i. What value does the variance converge to as k gets large?

j. Find the forest error variance. What is the distribution of the forecast error?
2. Consider the two MA(1) models yt = μ + θ εt-1 + εt,  where εt ~ WN(0,1) with:

i. μ =1, θ =.8

ii. μ =0, θ =‐.8

a. What is the autocorrelation function for each process?

b. Describe what is the partial autocorrelation will approximately look like for each

process? 
c. What is the mean and variance of each process?

d. Simulate 200 observations from the MA(1) model yt = μ + θ εt-1 + εt,  where εt ~ WN(0,1) Plot the time series and present the ACF and the PACF though lag 10.

Calculate the mean of each series.

3. Consider the MA(2) model yt = μ + θ1 εt-1 + θ2 εt-2 + εt,  

a. For what values of the parameters will the MA(2) model be stationary?

b. Find the unconditional mean and variance.

c. Find the autocorrelations.

4. Use the data set oilgdpcpi.xls. This file contains nominal GDP, CPI, and Spot Oil prices. Create the real GDP and Spot  Oil prices by multiplying each series by the CPI in 1975 Q1 number (52.3) and dividing by the CPI for the given year (CPI1975,Q1 Xt/CPIt) , where xt is either GDP in year t or Spot Oil in year t. Test to see if the Oil prices Granger Causes either inflation or growth rates in GDP.
5.  Simulate to get the exact finite sample distribution of the regression coefficient in 



yt = β yt-1 + εt, 

where β =1 and εt, ~WN(0,1). 

Simulate 10,000 random walks and estimate the least squares coefficient, b. Use the 10,000 estimates to make a histogram of T(b-1) . 
6. Now, let’s look at the Dickey-Fuller sampling distribution of the regression coefficients in problem 1. Simulate discrete standard Brownian Motions. For each simulation, construct 200 random draws from a N(0,1/200). The denominator is constructed by taking  ε12 + (ε1+ε2) 2+(ε1+ε2+...+ ε200)2/2002.
The realization of the chi-squared in the  numerator is constructed by taking the square (ε1+ε2+...+ ε200)2/200,  (here σ2=1 in the denominator). These are the same set of random draws ε1+ε2+...+ ε200 as were used in the denominator. For each simulation construct
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Plot the distribution and compare it to the plot in problem 2.
7. Let yt = yt-1 + εt,  and xt = xt-1 + τt where εt and τt are uncorrelated  i.i.d. normally mean zero with variances σε2 and στ2.  Let  γ^ denote the slope estimate obtained by regressing y on x. Use the functional CLT and the continuous mapping theorem to prove:
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Explain the implications of regressing one random walk on another independent random walk.

8. Simulate 1,000 observations from the models in question 7. Let the variance of each error term be 1 and start each series at 0. Regress yt on xt and keep the t-statistics. Repeat this 10,000 times and plot the histogram of all 10,000 t-stats. What fraction of the t-stats are significant?

9. Repeat problem 8, but use 10,000 observations to run each each regression. How do the histograms compare? What fraction of the t‐stats are significant?
10. Using the oilgdpcpi.xls data set, check if there is cointegration between the 3 series. Estimate a VAR model for these 3 series.
