Rauli Susmel

Econometrics 1

Homework 6
1. Suppose the regression model is yi = μ + εi, where E[εi|xi] = 0, but Var[εi|xi] = σ2xi2, xi > 0. 

(a) Given a sample of observations on yi and xi, what is the most efficient estimator of ε? What is its variance? 

(b) What is the ordinary least squares estimator of μ and what is the variance of the ordinary least squares estimator? 

(c) Prove that the estimator in (a) is at least as efficient as the estimator in (b). 

2. For the model in the previous exercise, what is the probability limit of s2 = (1/(n-1))Σi(yi - y)2? Note that this is the least squares estimate of the residual variance. It is also n times the conventional estimator of the variance of the OLS estimator, Est.Var[y]= s2(X′X)-1 = s2/n. How does this compare to the true value you found in part (b) of Exercise 1? Does the conventional estimator produce the correct estimate of the true asymptotic variance of the least squares estimator? 

3. For the model in Exercise 1, suppose εi is normally distributed with mean zero and variance σ2(1 + (γx)2). Show that σ2 and γ2 can be consistently estimated by a regression of the least squares residuals on a constant and x2. Is this estimator efficient? 

4. Derive the log-likelihood function, first order conditions for maximization, and information matrix for the model yi = β′xi + εi, εi ~ N[0,σ2(γ′zi)2] 

