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Econometrics I: Final

Reminder: This is a closed book exam. Strive for brevity and precision. Show your work. Do not feel you must take all two hours for this exam.

All questions are worth 30 points.
1) Explain what is correct, mistaken, confused or in need of further explanation in the following statements relating to heteroscedasticity in a regression model: 

(a) “Heteroscedasticity occurs when the disturbance term in a regression model is correlated with one of the explanatory variables.” 

(b) “In the presence of heteroscedasticity ordinary least squares (OLS) is an inefficient estimation technique and this causes t tests and F tests to be invalid.” 

(c) “OLS remains unbiased but it is inconsistent.” 

(d) “Heteroscedasticity can be detected with a Chow test.” 

(e) “Alternatively one can compare the residuals from a regression using half of the observations with those from a regression using the other half and see if there is a significant difference. The test statistic is the same as for the Chow test.” 

(f) “One way of eliminating the problem is to make use of a restriction involving the variable correlated with the disturbance term.” 

(g) “If you can find another variable related to the one responsible for the heteroscedasticity, you can use it as a proxy and this should eliminate the problem.” 

(h) “In a panel data situation, the fixed effects model is used when the unobservable effect is correlated with the error term.” 

2) Consider the following regression model: y = exp(x β) + ε

where y and e are Nx1 vectors, is x a Nx1 matrix and β is an unknown parameter. The usual least squares assumptions are satisfied, but with var(εi)=σ2 xi2, and cov(εi εj)=0, i≠j.
a) Can you use OLS to estimate ß? Explain.

b) What are the properties of the NLLS estimator? Be sure to state clearly the assumptions required, relating them to the results.

c) Derive a Generalized NLLS estimator for ß. What properties will this estimator have? 

d) Can you estimate ß this model using GMM a method of moments?

3) Suppose yt = xt β + εt, where εt=ut (ht)1/2, ut ~ N(0,1) and ht = α0 + α1 xt-1,
where xt is always positive and α0 ≥0, α1 ≥0.
a) Sketch the estimation of the model using MLE (get first order conditions and discuss how you would proceed from there).

b) Sketch the estimate the model using method of moments (again, state moment conditions, function to be minimized, etc).

c) Discuss how would you test for homoscedasticity. 
4. Consider the following regression model: y = xβ + ε

where y and e are Nx1 vectors, is x a NxK matrix and β is a kx1 vector of unknown parameters satisfying the standard least squares assumptions, but with var(εi)=σ2 xi2, and cov(εi εj)=0, i≠j.
a) Demonstrate consistency of the OLS estimates. Be sure to state clearly the assumptions required, relating them to the results.

b) Derive the asymptotic distribution, again relating the assumptions to the results.

c) Derive the GLS estimator, demonstrate consistency and derive the asymptotic distribution of the estimates. Is there a method of moments interpretation to this estimator?

