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Econometrics I: Final

Reminder: This is a closed book exam. Strive for brevity and precision. Show your work. 

1. (30 points) A researcher obtains a data set for a sample of 2,185 male respondents aged 35 to 42 in the US in the year 2000. It includes years of schooling, S, age, AGE, and hourly earnings in dollars, EARNINGS. Defining LGEARN as the natural logarithm of EARNINGS, the researcher regresses LGEARN on S, with the results shown in column (1) in the table (standard errors in parentheses; RSS = residual sum of squares). He realizes that work experience is also likely to be a determinant of earnings but thinks that there are no work experience data in the data set. Instead, he defines a measure of potential work experience, PWE, as 




PWE = AGE – S – 6 

and regresses LGEARN on S and PWE, with the results shown in column (2) in the table. It so happens that the data set did include actual work experience, AWE. If the researcher had regressed LGEARN on S and AWE, he would have obtained the results shown in column (3) of the table. The correlation between S and PWE was –0.74; the correlation between S and AWE was –0.28; and the correlation between PWE and AWE was 0.47. For the purposes of this question, it may be assumed that the third regression is the correct specification. 

	
	(1) 
	(2) 
	(3) 

	constant 
	6.0131 

(0.0787) 
	5.6700 

(0.2305) 
	5.0603 

(0.1125) 

	S 
	0.1032 

(0.0058) 
	0.1134 

(0.0086) 
	0.1224 

(0.0059) 

	PWE 
	– 
	0.0103 

(0.0065) 
	– 

	AWE 
	– 
	– 
	0.0435 

(0.0038) 

	R2
	0.1274 
	0.1284 
	0.1776 

	RSS 
	1048.0 
	1046.8 
	987.7 


a) Explain intuitively and algebraically why the coefficient of S is smaller in column (1) than in column (3). 

b) Given that the researcher did not know that the AWE data were available, 

  b.i) Explain what benefits, in theory, he hoped to obtain by including PWE in the specification. 

  b.ii) Evaluate whether the inclusion of PWE in the regression did improve the results in the way expected by the researcher. 

c) The standard error of the coefficient of S is smaller in column (3) than in column (2). Explain whether this is what you would have expected. 

d) The reduction in RSS on adding PWE to the specification in (2) is much smaller than the reduction when AWE is added in (3). Show numerically the relationship between the RSS in each equation and the respective t statistics for PWE and AWE. 

e) Suppose that length of work experience were correlated with unobserved determinants of earnings such as motivation and responsibility. How would this affect the estimation of the coefficients in the third specification? (Give a general explanation; mathematical analysis is not expected.) 

f) If length of work experience were correlated with unobserved determinants of earnings as in (e), suggest a suitable estimation procedure. 

g) Suppose you suspect that the variance of the model is related to age. Describe a test of heteroscedasticity in the context of equation (3). 

h) What would be the effect of heteroscedasticity in your estimates? How would you estimate SE’s?
2. (30 points) Define the two basic approaches to modeling unobserved effects in panel data.  a) What are the different assumptions that are made in the two settings?  

b) What is the benefit of the fixed effects assumption?  What is the cost?  

c) What is the benefit of the random effects assumption?  What is the cost? 

d) Now, extend your definitions to a model in which all parameters, not just the constant term, are heterogeneous.

e) Discuss how you would introduce SUR effects on the FEM and the REM.
3. (30 points) Suppose you have data on N individual investors. Assume Y represents the number of trades per year, where Y follows a Pareto distribution:
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where λ is the intensity parameter (λ>0), and represents the expected number of trades. 

Suppose you believe that the number of trades, y, is a function of X, where X is a vector of K explanatory variables. Suppose you model this dependence as λi=exp(Xi β). 

a) Sketch the derivation of βMLE –i.e., write down the likelihood function; set foc’s and write down the Gauss-Raphson update equation. Is βMLE unique? Explain.
b) Write down the asymptotic distribution of βMLE (write down all the assumptions needed.)
c) Calculate the partial effect of regressor k (Xi,k) on λi. Derive the standard errors.

d) One implication of the Poisson model is equi-dispersion. That is, the mean and variance are equal: Var[yi|xi] = E[yi|xi]. How would you test this implication of the Poisson model? 

� EMBED Equation.3  ���
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