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Econometrics I: Midterm 1
Reminder: This is an open book exam. Strive for brevity and precision. Justify all your answer. Show your work. Do not feel you must take all two hours for this exam.
1) 
(a) Explain the difference between the use of a proxy variable and the use of an instrumental variable in a regression model.
(b) A researcher has the following data for 50 cities in the U.S. for the year 2012: T, annual total sales of cinema tickets per household, and P, the average price of a cinema ticket in the city. She believes that the true relationship is


log T = β1 + β2 log P + β3 log Y + ε

where Y is average household income and CLM assumptions (A1)-(A5) hold. Unfortunately, she lacks data on Y and fits the regression (standard errors in parentheses):

Log ^T = 
13.74 + 0.17 log P 




R2  =  0.01



(0.52) (0.23)

Explain analytically whether the slope coefficient is likely to be biased. You are told that if the researcher had been able to obtain data on Y, her regression would have been

Log ^T = 
–1.63
– 0.48 log P + 1.83 log Y

R2  =  0.44



(2.93) 
(0.21) 
(0.35)

You are also told that Y and P are positively correlated. Given this information, can you explain the nonsensical results in the first regression?
(c) The researcher is not able to obtain data on Y but, from local authority records, she is able to obtain data on H, the average value of a house in each city, and she decides to use it as a proxy for Y. She fits the following regression (standard errors in parentheses):


Log ^T = –0.63
– 0.37 log P  + 1.69 log H 

R2 = 0.36



(3.22) 
(0.22) 

(0.38)

Describe the theoretical benefits from using H as a proxy for Y (that is, effect on the coefficients, standard errors, t-stats, R2), discussing whether they appear to have been obtained in this example. What are the implications for your discussion of having a perfect proxy –i.e., log Y = λ + μ log H?
(d) The researcher believes that cities in the North, with colder weather, should have higher sales. How would you test this hypothesis? Be precise, clearly stating the distribution of your test.
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(e) You suspect that the distribution of ε is not normal, but follows a t-distribution with v degrees of freedom:
Briefly discuss the ML estimation of log T = β1 + β2 log P + β3 log Y + ε, under this assumption. Sketch the main steps involved in the estimation.
2) The demand for loans by business firms is assumed to be described by the following equation:

Qt = β0+ β1 Rt + β2 RDt +β3 Xt + ut, 
(1)

where βi (i = 0, 1, 2, 3) are parameters and ut is an error term. The variable Qt is the total commercial loans (billions of dollars), Rt is the average prime rate charged by banks, RDt is the AAA corporate bond rate (represents the price of alternative financing to firms), Xt is the industrial production index and represents firms’ expectation about future economic activity. Initially, we assume that all right hand side variables can be considered exogenous.

a) How will you estimate equation (1)?
b) A colleague of yours tells you that it is inappropriate to estimate the equation (1) by OLS without considering also the supply of commercial loans by banks. What does your colleague mean?

Assume that a supply relation can be written as


Qt =α0 + α1 Rt + α2 RSt  + α3 yt + vt, 
(2)

where αi (i = 0, 1, 2, 3) are parameters and vt is an error term. The variable RSt is the 3-month Treasury bill rate (representing an alternative rate of return for banks), while yt is total bank deposits representing a scale variable (in billions of dollars).

c) Show that just estimating the relation (1) (abstracting from (2)) will yield inconsistent OLS estimates of the parameters in (1).
d) Discuss (in general) what the requirements are for instruments to be valid instruments.

e) Discuss situations (other than simultaneity issues) where the use of instrumental variables is needed.
3)  (20 points) Consider the linear model:



Yi = Xi ( + (i

CLM assumptions (A1)-(A4) hold. For simplicity assume that {Xi} is a sequence of scalar fixed constants (i.e., non random). Consider the estimators:

b1 = ((i Xi2)-1((i XiYi)

and


b2 = ((i Xi)-1((iYi),
where we have assumed that (i Xi2(0 and (i Xi(0.
(a) Find the mean and variance of b1 and b2.
(b) Consider a third estimator b3 = ( b1 + (1-() b2: Among the values of ( (if any) that result in b3 being unbiased, what value of ( will result in an estimator with the lowest variance?
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