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Econometrics I: Midterm 1
Reminder: This is an open book exam. Strive for brevity and precision. Justify all your answer. Show your work. Do not feel you must take all two hours for this exam.
1) You have been given a data set that contains a sample of observations relating to individual traders. There are just two variables, Y, number of trades, and X, trader’s income. For reasons of confidentiality, all values of X greater than or equal to a certain upper limit Xmax have been recoded as Xmax. The values of Y have not been altered. You believe that Y is related to X by the model



Y = 𝛽1 + 𝛽2 X + ε
where ε is an i.i.d. disturbance terms that satisfies the usual CLM  assumptions. 

Below, in Parts A and B, explain how the estimates of the parameters and their standard errors will be affected in the cases (i) and (ii). You should compare the regression results with those you would have obtained if you had been able to use the original, unmodified data. In both cases, you may find it helpful to illustrate your explanation with a diagram.

Part A
(i) If you regress Y on X, including the observations where X = Xmax, using OLS.

(ii) If you regress Y on X, excluding the observations where X = Xmax, using OLS.

Part B

Now, suppose that all values of Y greater than or equal to a certain upper limit Ymax have been recoded as Ymax. The values of X have not been altered.  
(i) If you regress Y on X, including the observations where Y = Ymax, using OLS.

(ii) If you regress Y on X, excluding the observations where Y = Ymax, using OLS.

2) Suppose that the time to trade, t, follows the following probability density function


f (t) = K 𝛼  exp(-𝛼 (t- δ)2)  

t > δ > 0

where K is a constant. You have a sample of observations (T1, T2, ..., Tn) from n traders. Let θ=[𝛼,δ].
(i) Determine the maximum likelihood estimate of θ, and its variance matrix. 
(ii) Write down the Newton Raphson update equation for θ.
(iii) Suppose you are interested in γ=1/ 𝛼. Write down a test of H0: γ = γ0.  
(iv) Suppose you have some data on individual k characteristics of the traders, Xi.. You model δ=X’ β. Determine βMLE and Var[βMLE].
3) A researcher has data on the number of crimes per 1,000 inhabitants, C, number of police per 1,000 inhabitants, P, and average household income, Y, measured in thousands of pounds, for 30 cities for 2014. She hypothesizes that C is likely to be negatively related to Y, and that P may be related to Y: 


C = 𝛽1 + 𝛽2 P + u



P = 𝛼1 + 𝛼2 Y + v
where u and v are both identically and independently distributed disturbance terms and unrelated to each other. Putting the two relationships together, the researcher thinks C is related to Y:



C = 𝛽1 + 𝛽1 𝛼1 + 𝛼2 𝛽2 Y + v + 𝛽2 u

Accordingly she fits the regressions (standard errors in parentheses):

[image: image1.emf]
Experimenting further, she also fits the regression:
[image: image2.emf]
(a) The investigator makes the following statement: “Crime rates per 1,000 inhabitants can be expected to be lower in cities with more police per 1,000 inhabitants. I am therefore entitled to perform a one-sided test on the coefficient of P in regression (1). The t statistic for the coefficient is 2.20. The critical value of t, using a one sided test, is about 1.70 at the 5% level and 2.47 at the 1% level. Thus, I can conclude at the 5% level (but not the 1% level) that the number of police per 1,000 inhabitants has a significant effect on crime rates.” Explain whether you agree or disagree with this statement, giving reasons.

(b)  Explain mathematically why the coefficients of Y and P in regression (4) are different from their coefficients in regressions (1) and (3). [Note: You may treat Y and P as non-stochastic variables.]

(c) In regression (3) the residual sum of squares was 3,700. In regression (4) it was 2,700. Perform an F test on the reduction in the residual sum of squares, stating clearly your null hypothesis and conclusion. How is this test related to a one-sided test on the coefficient of P in regression (4)?

(d) A commentator offers the following explanation for the coefficient of Y being less negative in regression (3) than in regression (4). ‘In regression (4), the coefficient is an estimate of the marginal effect of Y, holding P constant. In regression (3), the coefficient estimates the overall effect of Y on C, taking account of the fact that in reality P decreases with Y.’ Explain whether this interpretation is correct.

(e) Another commentator suggests that the real reason for the negative correlation between P and Y is that more police are needed where there is more crime and there is less crime in higher-income areas. If this is correct, how would this affect the researcher’s conclusions?
4) In the context of IV estimation we used the simple model (one endogenous variable, one instrument):



y1 = y2 ( + ( 

with  ( ~ N(0, σεε)



y2 = z π + v

with  v ~ N(0, σVV)

where σVε is different from 0 –i.e., that is, y2 is endogenous)

i) Write down the asymptotic distribution of b2SLS= bIV. What happens to this distribution when π=0?
ii) Write down the IV bias, as a function of π.
iii) Compare the plims of bOLS and  b2SLS.

iv) In terms of asymptotic inconsistency, under which circumstances can the OLS estimation be better than the 2SLS?
(v) Suppose you have available W, a 4x1 vector of variables uncorrelated with (. Briefly discuss the pros and cons of using W as an IV.
