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Econometrics I: Midterm 3

Reminder: This is an open book exam. Strive for brevity and precision. Show your work. Do not feel you must take all three hours for this exam. After you finish the exam, please do the Teaching Evaluations.
General Questions (30 pts each question.)
1. True or False. Justify your answer. Whenever necessary, provide the assumptions you are making in proving your claims.

(a) First differencing reduces autocorrelation for the models yt = β′xt + εt, where εt = ρεt-1 + ut. 

(b) It is impossible to estimate (2 in the MA(2) model yt = (t + (2 (t-2.
(c) Correcting heteroskedasticity when the model is in fact conditionally homoskedastic leads to a biased and inconsistent GLS estimator.

(d) Heteroscedasticity occurs when the disturbance term in a regression model is correlated with one of the explanatory variables.

(e) Sometimes apparent heteroscedasticity can be caused by a mathematical misspecification of the regression model. This can happen, for example, if the dependent variable ought to be logarithmic, but a linear regression is run.

2. Consider the model:

yi = Xi βi + εi,
i=1,2,....,n
(*)

where yi is a Tx1 dependent variable, Xi is a Txki matrix of explanatory variables, (i is a kix1vector of coefficients, and ui is a Tx1 error term. Assume that

E[εi|X] = 0; E[εi εj’|X] = (ij IT,
 i,j = 1,2,..., n.
(a) Show that OLS applied to each of the n models in (*) is unbiased, but inefficient estimator of (i

(b) Describe how you would estimate White standard errors in (*) .

(c) Show that GLS is unbiased and efficient. Describe how you would estimate (*) using FGLS. What problems might make FGLS inefficient?
(d) Let (ij = 0 for i ( j. Show that OLS equals GLS.

3. Suppose that you have n independent observations on (xi; yi) from the model


yi = xi β + εi 
i = 1,..., n

where εi follows an N(0; exp(wi γ)) with wi a q-dimensional subvector xi
(a) Drive the GLS estimator of β assuming γ is know.

(b) Derive the ML estimator of β assuming γ is known. 

(c) Back to (b). How is it related to the GLS estimator?

(d) Describe the feasible GLS approach when γ is unknown.

(e) Describe the ML estimator of β assuming γ is unknown. How is it related to the feasible GLS estimator?
(f) Describe a GMM approach to estimate β and γ.

(g) Describe a test for homoscedasticity. (Be precise.)

4. Consider the model
yt = ayt-1 + ut, 

|a| < 1;
t = 2, 3, ..., T

and let the disturbance be distributed as


ut= λ ut-1 +  εt;
 |λ| < 1,

where εt follows an iid N(0, σ2)

Let the variable yt be measured in deviation from the mean.

Compute the OLS inconsistency when λ is equal to 0 and when λ is different from 0.
