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Econometrics I: Midterm 2
Reminder: This is an open book exam. Strive for brevity and precision. Show your work. Do not feel you must take all two hours for this exam.
1) (30 points) Suppose that you have n independent observations on (yt, xt) from the model

yt = xt β + εt, where the standardized residuals, zt, follow a tv distribution, with Var(εt)= wt γ
 t=1,… T, wt a q-dimensional subvector of xt: and where where tv represents a Student’s t distribution with v degrees of freedom –i,e, 
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(a) Derive the GLS estimator of ( ((GLS), assuming γ is known.
(b) Can OLS work here? If so, describe its properties and variance.
(c) Drive the MLE of (, assuming γ is known. How is it related to the infeasible GLS estimators.

(d) Derive the asymptotic distribution of (GLS.

(e) Sketch the MLE of (, γ and v. 
(f) Describe the feasible GLS approach when  is unknown.

2) (30 points.) Suppose yt = xt β + εt, where εt=ut ht, ut ~ N(0,1) and ht = exp(α0 + α1 (yt-2 - xt-2 β)).
a) Sketch the estimation of the model using MLE (get first order conditions and discuss how you would proceed from there).

b) Sketch the estimation of the model using method of moments (again, state moment conditions, function to be minimized, etc).

c) Compare your answers to a) and b).
d) Derive the LM test for H0: α1=0 against H0: α1≠0. State its distribution.

3) (30 points) Consider the following non-linear AR model, called STAR model: 
  qt = μ +
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 EMBED Equation.3  [image: image4.wmf]{

}

)]

σ

ˆ

μ)/

(q

exp

[1/(1

t

q

1

-

t

-

l

-

+

 + εt

where εt is a well-behaved error term, and ( is a positive parameter.
a) Sketch the estimation of the model using NNLS (be precise).
b) Write down the Gauss-Newton update algorithm.

c) Propose a test for linearity against this non-linear STAR model.
d) Suppose you suspect heteroscedasticity. Propose a G-NNLS algorithm.

e) Suppose εt = ρεt-1 + ut , where ut is a white noise error. How would you estimate the model?

f) How would you estimate Newey-West  SEs?
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