What determines the t-stat?



J. Hess
Let us model y=x11+X22+ and focus on the first variable.   The variance-covariance matrix of the OLS [b1 b2]’ is s2(X’X)-1.  With X=[x1 X2], 
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.  Its inverse has in the upper left corner (x1’x1- x1’X2(X2’X2)-1X2’x1)-1= (x1’x1- x1’X2(X2’X2)-1(X2’X2) (X2’X2)-1X2’x1)-1.  If we regress x1=X2+, the OLS estimator of this auxiliary regression is a=(X2’X2)-1X2’x1. Also x1’x1=(X2a+d)’(X2a+d) =a’X2’X2a+ d’d +2a’X2d, but last term is zero because estimated errors d are orthogonal to the exogenous variables X2. Hence the upper left corner of (X’X)-1 equals [x1’x1- a’X2’X2a]-1 = (d’d= 1/{(1-R2)x1’Hx1}=1/{(1-RN2)x1’x1}, where the centered (traditional) R2 is R2=1-d’d /x1’Hx1 and the non-centered RN2=1-d’d /x1’x1.  The VIF=1/(1-R2)=x1’Hx1/d’d and non-centered VIFN=1/(1-RN2)=x1’x1/d’d The non-centered RN2 and VIFN are measures of pure collinearity, since they are computed from the raw data, not mean-centered data.
The mean sum of squares of x1 is related to sample variance s12= x1’Hx1/(N-1), and sample mean via 
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, where the term (N-1)/N occurs because the empirical measure of sample variance uses degrees of freedom N-1 to achieve unbiasedness.  (If the population variance was used (dividing sum of squared deviations by N), then the decomposition would be simpler: 
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.) Hence, the t-stat for b1 is
(1)
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.
Since VIFN=VIF x1’x1/ x1’Hx1, when we express the t-stat in terms of the traditional VIF, it is
(2)
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The traditional measure of s2 is e’e/(N-K)=y’Hy(1-Ry2)/(N-K), where Ry2 is the traditional R2 from the y equation.  Hence, the t-stat can be expressed as 

(3)
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The term sy2(1-Ry2) is the unexplained variance of y; the larger this is the lower the t-stat for b1.
From (1) or (3), we can see that explanatory data weakness that leads to small t-stats comes in four flavors:

i) Micronumerosity: The degrees of freedom 
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 is small.
ii) Collinearity: VIFN is large

iii) Lack of variability in explanatory variable: s12 is small

iv) Lack of length in explanatory variable: 
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In addition, the coefficient b1 can be small so there is a small effect of x1 and there can be a lot of noise that is unaccounted for: Ry2 is small.
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