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Classical statistical significance testing is the primary method by which marketing
researchers empirically test hypotheses and draw inferences about theories. The au-
thors discuss the interpretation and value of classical statistical significance tests and
suggest that classical inferential statistics may be misinterpreted and overvalued by
marketing researchers in judging research results. Replication, Bayesian hypothesis
testing, meta-analysis, and strong inference are examined as approaches for aug-

The Significance of Statistical Significance Tests
in Marketing Research

menting conventional statistical analyses.

Two basic types of empirical evidence used in hy-
pothesis testing in marketing research are observations
of covariation and observations of differences between
groups. This evidence usually consists of sample data,
and the acceptability of the evidence is based almost
inevitably on classical statistical significance tests. How-
ever, a review of marketing research texts and a variety
of marketing research articles leads to the conclusion that,
in both theory and practice, the logic of statistical sig-
nificance testing is sometimes misinterpreted in the mar-
keting literature. Perhaps because of this misinterpreta-
tion, marketing researchers may seriously overvalue the
role of classical inferential statistics in the research pro-
cess.

The purpose of our article 1s to examine the interpre-
tation and value of statistical significance testing and to
offer recommendations to improve the quality of hy-
pothesis testing in marketing research. Although the is-
sues we discuss pertain directly to data from experimen-
tal research, most of these issues also apply to correlational
and other data. Many examples, including several from
the marketing literature, illustrate our recommendations.
We hope to persuade more marketing researchers to fol-
low their lead. Though we are not arguing against using
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classical inferential statistics for what they were de-
signed to do, we are concerned with the tendencies to
endow them with capabilities they do not have and to
utilize them as the sole approach to analyzing research
data.

These problems are not exclusive to research in mar-
keting. Writers in psychology (e.g., Bakan 1966; Lyk-
ken 1968), sociology (e.g., Henkel 1976; Selvin 1957),
and education (e.g., Carver 1978) have argued that these
misinterpretations also pervade their disciplines. In fact,
tests of statistical significance seem to be relied upon and
often misused in all the social sciences. In comparison,
perhaps because of the more highly developed theory,
more reliable measurement techniques, and greater op-
portunity to control nuisance variables, researchers in the
physical sciences often forego inferential statistical tests
and instead focus directly on the data themselves. Al-
though marketing phenomena may not lend themselves
to this approach (Peter 1983) and the theory, measure-
ment, and research procedures in marketing may never
develop sufficiently for us to follow the analytical prac-
tices of the physical sciences, researchers should be more
aware of the limitations of most inferential statistics and
the value of augmenting them with other information and
other research approaches.

INTERPRETATION OF STATISTICAL
SIGNIFICANCE TESTS

For a proper interpretation of the meaning of a statis-
tically significant result, the assumptions of the classical
statistical significance testing model must be understood.
A primary assumption is that the null hypothesis (e.g.,
no difference between treatment effects, no association
between variables) 1s true and any observed differences
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or associations are the result of sampling error. For ex-
ample, a statistically significant mean difference at p <
.05 tells us that if we sampled many pairs of groups from
the same hypothetical population, we would expect to
get a difference as large as the observed result or larger
with no more than 5% of the groups as the result of sam-
pling error, given that the null hypothesis is true. In gen-
eral terms, a statistically significant result is one which
occurs rarely if the null hypothesis is true.

Many writers in social science have commented on the
failure of researchers and textbook writers to interpret
statistical significance correctly. In a recent summary of
much of this work, Carver (1978) discusses three com-
mon misinterpretations, all three of which can be found
in the marketing literature. These three misinterpreta-
tions are that a statistically significant result indicates (1)
the probability that the results occurred because of chance,
(2) the probability that the results will be replicated in
the future, and (3) the probability that the alternative hy-
pothesis is true. A fourth misinterpretation involves con-
fusion about the role of sample size and the level of sta-
tistical significance.

The Probability of the Null Hypothesis

The first misinterpretation is to view a p-value as the
probability that the results occurred because of sampling
error or chance fluctuations. For example, p = .05 is
interpreted to mean that there is a probability of only .05
that the results were caused by chance. However, this
interpretation is completely erroneous because (1) the p-
value was calculated by assuming that the probability is
1.0 that any differences were the result of chance and
(2) the p-value is used to decide whether to accept or
reject the idea that the probability is 1.0 that chance caused
the mean difference. A p-value of .05 means that, if the
null hypothesis is true, the odds are 1 in 20 of getting a
mean difference this large or larger and the odds are 19
in 20 of getting a smaller mean difference. However,
there is no way in classical statistical significance test-
ing to determine whether the null hypothesis is true or
the probability that it is true. As Cronbach and Snow
(1977, p. 52) explain:

A p value reached by classical methods 1s not a summary
of the data. Nor does the p value attached to a result tell
how strong or dependable the particular result is . . .

Writers and readers are all too likely to read .05 as p(H/E)

“the probablllty that the Hypothesis is true, given the
Evidence.” As textbooks on statistics reiterate almost in
vain, p 18 p(E/H), the probabulity that this Evidence would
arise if the (null) hypothesis is true. Only Bayesian sta-
tistics yield statements about p(H/E).

- The Probability of Results Being Replicated

A second misinterpretation is that the p-value repre-
sents the confidence a researcher can have that a given
result is reliable or can be replicated. Basically, this ar-
gument is that the complement of the p-value yields the
probabulity that a result is replicable or reliable, e.g., 1
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— .05 = .95 probability that results can be replicated.
This misinterpretation probably comes from a notion that
a statistically significant difference in sample means sug-
gests that the samples are from different hypothetical
populations and future samples drawn from these dif-
ferent hypothetical populations will therefore yield
equivalent results. However, nothing in classical statis-
tical significance testing says anything about the prob-
ability that the same results will occur in future studies.
Replicating results is a function of how exactly the method
is repeated, and some aspects, such as the time of mea-
surement, clearly cannot be identical to those of the orig-
inal study.

The Probability of Results Being Valid

The third and most serious misinterpretation of clas-
sical statistical significance testing is that it directly as-
sesses the probability that the research (alternative) hy-
pothesis is true. For example, a p-value of .05 is
interpreted to mean that its complement, .95, is the prob-
ability that the research hypothesis is true. Related to this
misinterpretation is the practice of interpreting p-values
as a measure of the degree of validity of research results,
i.e., a p-value such as p < .0001 is “highly statistically
significant” or “highly significant” and therefore much
more valid than a p-value of, say, .05. Again, such a
practice is inappropriate. Although it is true, for exam-
ple, that the greater the difference between group means
the greater the chance of obtaining a small p-value, and
it is true that such a result may be rarer given the null
hypothesis, a statistically significant result cannot prop-
erly be construed as a more valid result for at least two
reasons.

First, a statistical test is not a complete test of a re-
search hypothesis. Instead it examines only one of many
possible operationalizations of a research hypothesis.
Thus, it is improper to infer that the research hypothesis
is valid without testing and support from a representative
sample of operationalizations. Second, a variety of threats
to drawing valid inferences are not addressed by statis-
tical tests (Cook and Campbell 1979). Theoretically, the
researcher’s job is to eliminate or at least to render im-
plausible all of the alternative explanations before ac-
cepting the research hypothesis. However, this task is
no small matter given the variety of theories and method
factors that can be offered to explain any empirical re-
sult. When these variables along with possible higher
order interactions are considered, the task becomes even
more difficult (see Cronbach and Snow 1977). In any
event, rejection of the null hypothesis at a predetermined
p-level supports the inference that sampling error is an
unlikely explanation of results but gives no direct evi-
dence that the alternative hypothesis is valid.

Sample Size and the Probability of the Research
Hypothesis

A fourth common misinterpretation about statistical
testing involves the relationship between sample size and
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level of statistical significance. If a given relationship is
found to be statistically significant at a given confidence
level, it is sometimes implied that more confidence should
accompany this result if the study had a large sample
size rather than a small one. Rosenthal and Gaito (1963)
report that such a conclusion was very prevalent among
the research psychologists they surveyed. However, such
a conclusion is false. Larger samples do reduce likely
sampling error because their estimates more closely ap-
proximate the population parameters, but it should also
be clear that differences in the amount of sampling error
are included explicitly in the computation of statistical
significance tests. Thus, there should not be a bias against
statistically significant results obtained from properly se-
lected small samples.

Moreover, because effect size is a measure of the
strength of the relationship and large effects are more
likely to be replicated than small ones, researchers should
have more confidence in the study with the smaller sam-
ple. Meyer (1974) demonstrates this fact with a Bayesian
analysis of binominal data with results for different sam-
ple sizes. Meyer’s results stem from the simple fact that
smaller effect sizes are considered statistically signifi-
cant with larger sample sizes and that, though a larger
sample size helps to reduce sampling error and the re-
sulting higher statistical power of a classical inferential
statistic increases the probability of a rejection of the null
hypothesis, it does not necessarily increase the proba-
bility of a valid rejection.

THE VALUE OF STATISTICAL SIGNIFICANCE
TESTS

The value of statistical significance testing is severely
restricted because it does not accomplish what research-
ers often want or, perhaps in some cases, assume that it
does. Several factors detract from the value of statistical
tests. First, the process of statistical hypothesis testing
is hardly objective given the many subjective decisions
made by the researcher. Second, exact null hypotheses
are very rarely true in the population, and researchers
typically are very biased against the null hypothesis in
their testing procedures. Third, classical statistical sig-
nificance tests are often uninformative without various
descriptive statistics and other inferential tests such as
confidence intervals. Finally, classical statistics offer no
direct evidence about individual behavior.

The Subjectivity of Statistical Tests

Perhaps a major factor contributing to the perceived
value of statistical significance tests is the illusion that
they are completely objective. Though such tests are
mathematical and precise’ and provide “a formal and

'Some marketing researchers have tried to quantify problems with
collected data other than sampling errors (e g , Brown 1967, Lipstein
1975, Mayer 1970) Though not optimistic about the ability to quan-
ufy these many other types of errors, we applaud the effort because
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nonsubjective way of deciding whether a given set of
data shows haphazard or systematic variation” (Winch
and Campbell 1969, p. 143), one should not infer that
they are objective tests. The reason is that whether a
given statistical significance level is obtained is strongly
influenced by subjective decisions by the researcher. As
Bakan (1966, p. 426) points out, “the probability of re-
jecting the null hypothesis is a function of five factors:
Whether the test is one or two-tailed, the level of sig-
nificance, the standard deviation, the amount of devia-
tion from the null hypothesis and the number of obser-
vations.” The researcher clearly controls the first, second,
and fifth factors and can influence the third and fourth.
Thus, many obtained results which are not statistically
significant can become so by such methods as (1) in-
creasing the sample size, (2) increasing the reliability of
the measures, (3) changing post hoc the acceptable level
of statistical significance (i.e., from .01 to .05), (4)
changing from a two-tailed to a one-tailed test, and (5)
obtaining better control over nonmanipulated variables.
Because researchers make many subjective decisions that
greatly influence the probability of rejecting the null hy-
pothesis, it is misleading to consider the process of sta-
tistical significance testing as objective solely because of
the objectivity of the mathematics.

A methodological paradox in social science research
relates to the illusion of objectivity (Meehl 1967). Meth-
odological improvements such as increased control, more
precise measurement, and a greater number of obser-
vations make 1t easier for the social scientist to reject
the null hypothesis (and claim support for the alternative
hypothesis), whereas such improvements make it more
difficult for the physical scientist to reject the null hy-
pothesis. The reason for this paradox is that, in the phys-
ical sciences, theory is often used to predict point values
and, if used at all, statistical significance tests evaluate
the difference between the value predicted by the theory
and the value found in the data. In contrast, most social
science theories are not developed sufficiently to make
point predictions and instead statistical significance tests
are used to test all other values against the null hypoth-
esis of zero. Meehl suggests that the use of statistical
significance testing in social science thus makes it very
difficult to not reject the null hypothesis and the involved
theory.

Research Bias Against the Null Hypothesis

Classical statistical significance tests are set up under °
the assumption that the null hypothesis is true. Such an
assumption is, in fact, almost always false, and much
well intended marketing research practice is biased against

the null hypothesis. First, null hypotheses of no treat-

ment effect or no relationship are almost always false
because, in the population, few behavioral variables ever

1t helps point out the obvious limitations of a statistic that precisely
quantifies what very often 1s the least serious of the many threats to
accurate estimation (see, for example, Assael and Keon 1982)
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have exactly a zero mean difference between two groups
or an exactly zero correlation with each other. For ex-
ample, Meehl (1967) reported that 91% of pairwise as-
sociations among 45 variables in a sample of 55,000
people were statistically significant, and Bakan (1966)
failed to find any statistically insignificant relationships
among many tests in a sample of 60,000. Given suffi-
ciently high statistical power, one would expect virtually
always to conclude that the exact null hypothesis is false.
It is no wonder that “statistical significance” has oc-
curred often in recently published marketing research be-
cause these studies typically have relatively high statis-
tical power (Sawyer and Ball 1981). We find it frightening
to consider how much of the conventional wisdom in
marketing is based on little evidence other than statistical
significance.

Researchers and publication practices are biased against
the null hypothesis. Researchers inevitably expect to re-
ject the null, and publication practices overwhelmingly
favor studies which achieve this objective. Greenwald
(1975a) describes how researchers are unlikely even to
try to publish results of an empirical study that failed to
reject the null, and journals are even less likely to accept
the few statistically insignificant-result studies that are
submitted. In an extensive review, Glass, McGaw, and
Smith (1981) determined that “findings reported in jour-
nals are, on the average, one-third standard deviation more
disposed toward the favored hypothesis of the investi-
gators than findings reported in theses and dissertations”
(p. 67).

Such a selection bias toward submitting and/or pub-
lishing only statistically significant results leads to the
fear that “file drawers” are full of statistically insignif-
icant studies and that the published ones are the only
ones that attain conventional statistical significance. Us-
ing measures of effect size, Rosenthal (1979) demon-
strates how to incorporate the possibility of “file drawer”
support for the null hypothesis into calculations of pos-
sible Type I error and concludes that, “when the number
of studies available grows large or the mean directional
Z (effect size) grows large, the file drawer hypothesis as
a plausible rival hypothesis can be safely ruled out” (p.
640). In contrast, with a small sample of statistically sig-
nificant studies, relatively few “filed” studies with “in-
significant” results would have to exist to yield a net
statistically insignificant conclusion. For example, ac-
cording to Rosenthal, 15 studies with an average effect
size of Z = .50 have a combined Type I error rate of p
= .026, but, if there were as few as six other studies
showing a mean effect size of .00, the overall set of
results would be judged statistically insignificant (i.e., p
> .05).

After one rechecks the calculations (Rosenthal 1969),>

*Lest the reader doubt this, we ask the following question After
having calculated, for example, an F-value that suggests your favored
research hypothesis 1s statistically significant, how likely are you to
recheck your figures, make sure your computer format statement was
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the typical reaction to a failure to reject a null hypothesis
is to blame the failure on something wrong such as a
weak manipulation, a small sample size, or unreliable
measurement (McGuire 1973). Even when several fail-
ures to reject a null hypothesis are reported in the lit-
erature, researchers still cling to the alternative hypoth-
esis as the most likely (e.g., Cartwright 1973). Our
suspicion that marketing researchers suffer from a sim-
ilar bias is based on our inability to recall any instances
in which it is widely agreed that a previously hypothe-
sized relationship does not hold. Apparently, results from
statistical significance tests are perceived to be valuable
when they support the favored hypothesis but are com-
monly discounted when they support the null.

The Need for Descriptive Statistics

A major problem in the use and reporting of classical
statistical significance tests is that they commonly ap-
pear to dominate or even substitute for the data them-
selves. Frequently, tables of F-values are discussed be-
fore or instead of such vital descriptive statistics as means
and confidence intervals. Such priority is clearly mis-
informing as well as misinformed. The major results of
any empirical study, regardless of whether the prime
purpose is description, prediction, or explanation, are
the descriptive statistics that indicate the nature and size
of any obtained effects. As Sawyer and Ball (1981) sum-
marize, statistical significance tests do not say anything
about the size or importance of an effect. Lower Type
I error probabilities do not necessarily imply a larger ef-
fect. A very small effect can be statistically significant
with a sufficiently large sample; conversely, a sizable
effect can be judged statistically insignificant with a very
small sample. Effect size can be measured in many ways
including R 2 w?, and other estimates of the ratio of ex-
plained to total variance; alternatively, various expres-
sions of the standardized mean difference between groups
such as Z or Cohen’s (1977) d values can be used (see
also Rosenthal and Rubin 1982).

Statistics and Individual Behavior

A final point that is occasionally overlooked about the
value of statistical significance tests is that they focus on
aggregate central tendencies and reflect little about in-
dividual behavior. One interesting way to illustrate this
point is to consider Cohen’s (1977) U descriptive statis-
tic which measures the percentage overlap between two
distributions. Even with a reasonably large effect size,
a large percentage of individuals in two groups will often
be essentially similar or ordered contrary to the direction
of the overall group mean. For example, Cohen states
that a difference as large as .8 of a standard deviation is
relatively “large” for much social science research. Even

correct, etc ? Alternatively, how many hours have you spent checking
and rechecking data that failed to attain statistical sigmificance? In-
terestingly, Rosenthal (1969) observed that when computational errors
occur, nearly three-fourths of those errors are in the direction of the
researcher’s hypothesis.

Copyright © 2001. All Rights Reseved.
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with such a difference, however, 52.6% of the two pop-
ulations are overlapped. Thus, though marketing re-
searchers frequently conclude that, for example, new
product adopters are different from nonadopters in a cer-
tain way, it is almost always erroneous to conclude that
all adopters are different from all nonadopters in that
way and, in most instances, wrong to infer even that
most adopters are different in a given way. Although this
is often the type of conclusion researchers want to draw,

a statistical s'}gniﬁcance test alone does not justify such
a conclusion.

RECOMMENDATIONS

We offer several recommendations designed to ad-
dress the problems discussed and to strengthen hypoth-
esis testing in marketing. First we present three consid-
erations for improving the use of classical statistical
significance tests against the null hypothesis. We then
describe and illustrate four research perspectives that
provide valuable additional information about research
questions: replication, Bayesian hypothesis testing, meta-
analysis, and strong inference.

Tests Against the Null Hypothesis

We do not recommend as do some writers (e.g., Carver
1978; Henkel 1976) that classical statistical significance
testing be discarded. Statistical significance testing is a
useful “act of discipline” (Cronbach and Snow 1977) to
sort out findings that may be worthy of more attention.
However, marketing researchers should become more
aware of the limited value of classical statistical signif-
icance tests. We offer three recommendations for im-
proved practice in the use of classical statistical tests
against the null hypothesis.

First, we support Kish’s (1959) recommendation of
two decades ago that the phrase “test against the null
hypothesis” be substituted for the ambiguous and poten-
tially misleading phrase “test of significance” to avoid
miscommunication about the proper meaning of statis-
tical tests. Furthermore, though results may be “statis-
tically significant” they should not be reported as “sig-
nificant” or “highly significant” which suggests that they
are valid or important or provide a measure of effect
size. Researchers also should avoid the misleading
impression of precision or objectivity by reporting the
exact statistical significance level to the fourth decimal
place.

Second, because point null hypotheses are of limited
value, a range rather than a point null hypothesis should
be employed if possible. A range null hypothesis re-
quires a decision in advance of data collection about the
lowest effect size that will be considered to be of con-
sequence or nontrivial. Any result within the range of

3Perhaps more value would be placed on the nsights from studies
of individual behavior (e.g , Bettman 1974; Krugman 1971) 1f mar-
keting researchers were concerned less with statistical inference tests
than with the data themselves and descriptions of them
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effects smaller than the specified minimum would be
judged as evidence that fails to reject the null hypothesis.
Even if the decision is an arbitrary one, such a practice
can lead to more meaningful use of tests against the null
hypothesis because the range constituting the null hy-
pothesis then becomes a respected alternative instead of
a “straw man.” At the very least, point null hypotheses
should be replaced by a directional hypothesis; a theory
that cannot generate at least a directional prediction is
unworthy of the term “theory.” As Meehl (1978, p. 825)
forcefully argues, “It is always more valuable to show
approximate agreement of observations with a theoreti-
cally predicted numerical point value, rank order, or
function form, than it is to compute a ‘precise proba-
bility’ that something merely differs from something else.”

By recommending use of directional hypotheses, we
simply mean that investigators should make their expec-
tations explicit to both themselves and others instead of
following the traditional practice of stating hypotheses
in the null form. However, we do not want to appear to
support the practice of using one-tailed tests to prove
that, for example, a z-value of 1.69 is “significant.” Such
emphasis on p-values gives them undue importance and
diverts attention from effect size estimates. Furthermore,
the tentativeness of any marketing theory ought to be
recognized explicitly by more conservative two-tailed
statistical tests.

Third and most important, empirical results should be
described and analyzed such that the size and substantive
significance of obtained effects are emphasized and not
merely the p-values associated with the resulting test sta-
tistics. Presenting appropriate descriptive statistics such
as means, variances, confidence intervals, contrast es-
timates, and estimates of total variance accounted for by
a given variable before any inferential statistics can help
achieve the goal of a more complete description of re-
sults. Estimates of the power of an employed statistical
test to detect an effect of a chosen size can help the reader
to understand more fully the nature of the obtained re-
sults and to judge the precision of the chosen inferential
statistical test. Reporting statistical power is especially
important when the statistical analysis does not reject the
null hypothesis (Sawyer and Ball 1981).

Replication

More value should be placed on replication in mar-
keting research. We stated before that statistical signif-
icance testing does not provide evidence about the repli-
cability of obtained results. Science, however, depends
on replication (cf. Lykken 1968; Smith 1970). If a result
is replicated sufficiently, statistical significance tests are
unimportant. As Stevens (1971, p. 440) stated:

In the long run, scientists tend to believe only those re-
sults that they can reproduce. There appears to be no bet-
ter option than to await the outcome of replications. It is
probably fair to say that statistical tests of significance,
as they are so often miscalled, have never convinced a
scientist of anything.
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Tversky and Kahneman’s (1971) results indicate that
research scientists are overly confident about the future
replicability of a research result which favors the alter-
native hypothesis. Brown and Gaulden (1980) and Leone
and Schultz (1980) have cited the dearth of replication
in marketing research. Perhaps our field would not hold
replication in such low regard if we were properly less
naive and smug about the interpretation and value of tests
against the null hypothesis.

In early stages of research on a given set of hy-
potheses, replications which come as close as possible
to the original study can be valuable for determining the
nature and extent of effects. However, even more val-
uable as well as more efficient than exact replications
are balanced replications. Balanced replications com-
bine exact replications as control conditions with other
conditions which manipulate additional substantive and/or
methodological variables (see Carlsmith, Ellsworth, and
Aronson 1976).

In several recent marketing studies researchers have
used replication and statistical analysis of survey data in
a manner similar to several of our recommendations.
Dodson, Tybout, and Sternthal (1978) used economic
utility and self-perception theories to predict and test a
series of hypotheses about brand switching after pur-
chasers either used a media-distributed coupon, bought
during a cents-off deal, or redeemed a cents-off package
coupon. Self-perception theory made successful (and un-
intuitive) predictions that repeat purchase probability
would decrease, not increase, after a purchase with a
media-distributed coupon. Results were replicated suc-
cessfully over two product classes. Although the authors
carefully conducted statistical tests of the data, they
properly placed emphasis on the data and effect mag-
nitudes.

Bagozzi (1978) similarly used theory from a variety
of sources to generate several specific hypotheses about
salesforce performance and satisfaction. Bagozzi care-
fully replicated his results across test and validation sub-
samples of two different samples of salespeople which
differed in terms of experience and need for planning
and motivation. The analysis also properly emphasized
estimates of effect size such as beta coefficients and R>.
Ryans and Weinberg’s (1979) analysis of determinants
of territory sales response shares many of the aforemen-
tioned qualities, as do Della Bitta, Monroe, and Mc-
Ginnis’ (1981) replicated experiments about different ways
to advertise a price reduction. Finally, Eskin and Bar-
on’s (1977) series of replicated field experiments which
factorially manipulated both price and advertising ex-
penditures is an excellent example of how replications
can strengthen confidence in the external validity of a
given result—especially when the result is unanticipated
such as the price-advertising interaction effect they found
in three of four experiments. Eskin (personal commu-
nication, 1982) has recently gathered information on about
40 experiments with retail advertising and pricing that
further replicate the results of Eskin and Baron.
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Bayesian Hypothesis Testing

In applied problems, when replications are not pos-
sible before a decision must be made, the use of Baye-
sian statistics instead of classical statistics is highly ad-
visable. However, Bayesian statistics ought not to be
confined to applied decision problems. Bayesian anal-
ysis affords several advantages in theoretical research that
may not be appreciated by many marketing researchers.

Unlike classical statistical significance testing, the
Bayesian approach does estimate a continuous likelihood
of p(H/E) and does not necessitate a dichotomous de-
cision that the null hypothesis is either completely false
or true (Edwards, Lindman, and Savage 1963; Iverson
1970). The Bayesian approach directly compares the null
and alternative hypotheses and allows one to consider
more fully the possibility that the null hypothesis is true.
Because the posterior distribution may be influenced by
the subjective prior probabilities of an individual re-
searcher, some researchers may reject Bayesian statistics
for scientific analyses of theoretical propositions. How-
ever, as discussed before, classical statistical tests are
not free from subjective decisions that can influence re-
sults. Bayesian statistics at least force the researcher to
specify clearly in the prior distribution any subjectivity
that enters the analysis, and allow a determination of the
effects of subjective choices on the final conclusions
(Iverson 1970). Furthermore, the subjective nature of prior
probability estimates can be reduced by adopting a prior
distribution which is essentially “flat” or insensitive in
the most likely region of effect and which does not favor
one extreme over another (Phillips 1973).

Greenwald (1975a,b,c) has demonstrated the greater
flexibility of Bayesian hypothesis testing for making a
decision between two relevant and feasible hypotheses
in theoretical research, and how the Bayesian approach
can provide more useful information than classical sta-
tistical significance tests when one is analyzing a series
of replications. Greenwald (1975¢) cited as one example
the research of Layton and Turnbull (1975), who con-
ducted two nearly 1dentical experiments which manip-
ulated two independent variables. They found only one
small main effect in the first experiment and no statis-
tically significant effects in the second experiment. Lay-
ton and Turnbull concluded that, given the results, they
were “left with no alternative but to consider these stud-
ies inconclusive regarding the effects of the experimental
manipulations” (p. 178).

Greenwald disputed Layton and Turnbull’s conclusion
and suggested that reliance on classical statistical tests
was to blame for their failure to conclude something from
the data of more than 400 subjects in two well-conducted
experiments. In his Bayesian reanalysis, Greenwald first
defined the minimum effect sizes that the experiments
were able to detect. Then, for the first experiment, he
formulated a flat prior probability distribution that was
not subjectively biased in favor of either the null or al-
ternative hypotheses. He next computed a likelihood
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function and a posterior probability distribution for each
effect from the data and tested each of the hypotheses
in terms of the odds computed from the posterior distri-
bution. The same analysis was performed on the data
from the second experiment except that the posterior dis-
tributions from the first experiment were used as the priors
for the second analysis. The final posterior odds in favor
of the null hypothesis were 7.8 to 1 for one independent
variable and 23.3 to 1 for the other. Greenwald thus con-
cluded that the chances of obtaining results supportive
of the alternative hypotheses for either effect were very
low. Whereas the original classical statistical analysis re-
sulted in a decision that the findings were inconclusive,
Greenwald’s Bayesian statistical analysis led to a more
definitive conclusion that the effects of the variables in
question were likely very small and that, if one wanted
to test the likelihood of a null hypothesis, it was much
more probable than the alternative.

Unfortunately, only a few published studies in mar-
keting research have employed Bayesian statistics to test
hypotheses. An excellent recent example of the advan-
tage of the Bayesian over the classical approach in ap-
plied marketing research is discussed by Blattberg (1979)
and Ginter et al. (1981). Banks (1965) also gives an ex-
tensive example (which was taken from Schlaifer’s 1961
textbook), as does Roberts (1963). One exception to the
non-utilization of Bayesian hypothesis testing in mar-
keting is Levitt’s (1972) reanalysis of his hypotheses about
source credibility in industrial selling with Bayesian sta-
tistics. Levitt’s Bayesian analysis helped to describe bet-
ter the experimental results without the typical marketing
research use of an insignificant classical statistical test
as a barrier to examining the data for any valuable in-
formation (Zeisel 1955). More marketing researchers
ought to use the Bayesian approach.

Meta-Analysis

Researchers’ undue reliance on classical statistical tests
is illustrated in many literature reviews. Traditional lit-
erature reviews often focus on counting the number of
studies in a given area which do and do not find statis-
tically significant relationships or differences. However,
this approach ignores many of the issues we have raised
and can result in misleading conclusions. As Meehl (1978)
states, “When a reviewer tries to ‘make theoretical sense’
out of such a table of favorable and adverse significance
test results, what the reviewer is actually engaged in,
willy-nilly or unwittingly, is meaningless substantive
constructions on the properties of the statistical power
function, and almost nothing else” (p. 823). An alter-
native approach for summarizing previous empirical
studies is mera-analysis (Glass, McGaw, and Smith 1981,
Houston, Peter, and Sawyer 1983).

Meta-analysis involves a quantitative review of a re-
search question and focuses on the obtained effect sizes
in previous studies on the topic. In a meta-analysis one
attempts to obtain all previous empirical studies pertain-
ing to the research question, including if possible both
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published and unpublished work. The researcher using
meta-analysis seeks general conclusions while searching
for methodological conditions and substantive variables
that might measurably moderate any observed main ef-
fects. To the extent that included studies are of varied
quality, study characteristics ought to be coded as well
as possible so that the size and direction of any effects
of study quality can be assessed in the meta-analysis. A
variety of quantitative criteria (including statistical tests)
have been suggested for summarizing results. However,
Glass, McGaw, and Smith (1981) and Rosenthal (1978)
emphasize descriptive statistics—such as the mean effect
size across a set of studies. This approach is useful not
only for summarizing previous research findings but also
for disentangling conflicting results and conclusions where
the conflict has arisen from some studies showing sta-
tistical significance and others failing to do so.

An excellent recent example of this systematic ap-
proach to literature review is Hyde’s (1981) meta-anal-
ysis of previous studies of whether males or females are
superior in terms of several dimensions of cognitive abil-
ity. Authors of previous qualitative literature reviews had
concluded that differences in various abilities were “well-
established.” However, Hyde found very small effect
sizes. Hyde suggested that traditional literature reviews
based simply on the number of studies yielding statis-
tically significant results may have misleadingly com-
municated the impression that the moderately consistent
statistically significant sex differences were large when
in fact they explained only from 1 to 4% of the variance
and averaged less than .5 of the population standard de-
viation. Hyde concluded that, “of course, a small effect
might still be a important one. But at least the reader
would have the option of deciding whether a statistically
significant effect was large enough to merit further at-
tention, either 1n teaching or in research” (p. 900).

A marketing meta-analysis that focused on effect size
was Clarke’s (1976) review of research assessing the du-
ration of advertising effects on sales. Clarke’s award-
winning meta-analysis made an impact because his prime
focus was on three substantive questions: how long do
advertising effects last; do other variables interact with
those effects; and, if so, how do these interacting vari-
ables affect advertising carryover? Clarke analyzed 69
studies, including some for which the effects of adver-
tising were not statistically significant. This meta-anal-
ysis yielded several important insights not available from
a more traditional qualitative literature review (e.g., Pol-
lay 1979). First, the results indicated that the estimate
of the duration of advertising effect was contingent upon
the data interval. Shorter intervals (weekly, monthly, or

bimonthly) indicated shorter estimates of the duration of

advertising effects than longer data intervals (quarterly,
annually). Perhaps most important, Clarke was able to
conclude that, contrary to past beliefs, advertising ef-
fects are likely to last for no more than three to nine
months and not years. Clarke summarized by stating that,
although he had to make some subjective decisions in
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order to produce comparable model specifications, “In
isolation, none of the papers gives a satisfactory answer
to the question of how long advertising affects sales. By
putting them together, as has been done here, one achieves
greater confidence in the result” (p. 355).

Several meta-analyses in marketing research have been
reported recently. Yu and Cooper (1983) analyzed the
effects of several variables on survey response rates after
examining 497 response rates from 93 research studies.
One conclusion was that, as would be expected intui-
tively, personal and telephone interviews obtained higher
rates of response than mail surveys. However, Yu and
Cooper’s meta-analysis was able to estimate the size of
that and other effects as well as support their presence.
Sudman and Bradburn (1974) performed an extensive
meta-analysis which investigated the influence of 46 in-
dependent variables on response effects. Other recent
meta-analyses in marketing research include investiga-
tions of 37 multiattribute attitude model studies (Farley,
Lehman, and Ryan 1981), four studies examining the
Howard-Sheth theory of buyer behavior (Farley, Leh-
man, and Ryan 1982), 28 studies of price perception
(Monroe and Krishnan 1983), and seven studies of the
relationship of information search and prior product ex-
perience to familiarity (Reilly and Conover 1983).

A systematic meta-analysis can go beyond traditional
literature reviews which focus on statistical significance
and, in fact, can give a more objective and sometimes
different description of results. For example, Rousseau
and Redfield’s (1980) meta-analysis of the effects of
cognitive-level questions on achievement test scores re-
vealed an average effect size of a half of a standard de-
viation, whereas a traditional analysis of the same lit-
erature indicated no effect (Winne 1979). Cooper and
Rosenthal (1980) conducted an experiment in which 39
professional researchers analyzed seven studies in either
a traditional qualitative manner or with a meta-analysis.
The researcher subjects were asked to focus on the av-
erage effect size in terms of a Z-score and the average
statistical probability of such an effect. Even with this
relatively small number of studies to review, the quali-
tative reviewers formed much different and much less
correct impressions about the presence and nature of the
relationship between the two variables addressed in the
seven studies. Finally, in addition to affording poten-
tially greater objectivity, the use of effect size measures
in meta-analysis can suggest point values or ranges that
can be compared in subsequent empirical research.

Strong Inference

Although rigorous meta-analyses may increase the
likelihood that point value or range predictions can be
" formulated such that a test of a given theory or hypoth-
esized explanation can go beyond rejections of the null
hypothesis, few areas in marketing and consumer re-
search are amenable to such precision at the present time
(see Houston, Peter, and Sawyer 1983). However, some
situations may at least allow a sorting out of the best
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currently available theoretical explanation or model from
several alternatives.

Platt (1964) advocates strong inference as a useful
procedure to augment conventional tests against the null
hypothesis. This approach involves comparing compet-
ing hypotheses with each other where support for one
hypothesis (theory) implies rejection of others. The pro-
cess of strong inference includes the following steps: (1)
devising alternative hypotheses, (2) devising a crucial
experiment (or several of them) with alternative possible
outcomes each of which will, as nearly as possible, ex-
clude one or more of the hypotheses or explanations, (3)
carrying out the experiment so as to get a clean result,
(4) recycling the procedure, making subhypotheses or
sequential hypotheses to refine the possibilities that re-
main, and so on. Though the approach sounds simple,
much ingenuity clearly is needed to implement this re-
search strategy. However, several examples of the ap-
proach are reported in the marketing and consumer be-
havior literature.

An excellent example of strong inference in hypoth-
esis testing is the investigation of the low-ball technique
by Cialdini et al. (1978). The authors observed that au-
tomobile sales dealers induce final compliance by get-
ting customers to decide initially to purchase at a lower
price and then to retain that compliance when the price
advantage is removed. Cialdini et al. used a strong in-
ference design and the results supported an explanation
that initial commitment creates a resistance to change in
future behavior but not necessarily a more positive at-
titude. At least as important in terms of strong inference
is the fact that the results also rejected the plausibility
of the other three explanations of the obtained low-ball
effect. Burger and Petty (1981) further refined the con-
clusions of Cialdini et al. with a strong inference ex-
periment which supported an explanation that an unful-
filled obligation to the person requesting the behavior,
not a commitment to the initial target behavior, is re-
sponsible for the effectiveness of the low-ball technique.

Another strong inference design directly confronted
the Fishbeinbelief-evaluation multiattribute attitude model
with the adequacy-importance approach (Bettman, Ca-
pon, and Lutz 1975). This study examined how role-
playing subjects formed attitudes toward fictitious brands
from given attribute information. The authors used within-
individual analyses of variance and ’ estimates of ex-
plained variance to classify individuals on the basis of
how attribute information was utilized. Their research
revealed that the multiplicative model was by far the best
description of the individuals’ information processing and
that the Fishbein model was superior to the adequacy-
importance model.

Even if use of a strong inference design to test alter-
native theories is not feasible, one may at least be able
to compare a sample result with the value predicted by
a given theory or mode! instead of simply testing whether
the result is statistically significantly different from zero.
In addition, the predictions of competing or alternative

Copyright © 2001. All Rights Reseved.
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models can be compared with each other (Armstrong
1979). One such system of statistical analysis is Joreskog
and Sorbom’s (1978) maximum likelihood estimation of
structural equations to test causal models 1nvolving
unobservable variables (Bagozzi 1980; Bentler 1980).
This approach requires explicit specification of the com-
plex interrelationships among measured and unobserva-
ble variables and thus strong theory is needed. Sawyer
and Page (1983) summarize how various measures of
effect size can augment statistical tests of the fit of sam-
ple data to theoretical models.

LIMITATIONS OF OUR RECOMMENDATIONS

We have argued for practices and priorities which dif-
fer from current conduct and reporting of empirical re-
search in marketing. Statistics should be used to 1illu-
minate rather than obscure data, and we hope that our
recommendations can help to achieve this goal. How-
ever, we also recognize that there are limitations and
problems with any type of hypothesis testing and our
recommendations are no exception. In this section we
briefly review some of these problems.

We have argued for increased use and reporting of de-
scriptive statistics in marketing research. Though such
reporting conflicts with the limited space in journals, space
constraints should not prevent the inclusion of sufficient
information for replication and/or inclusion of the study
in a subsequent meta-analysis If journal space con-
straints preclude the complete description of a study’s
results, perhaps the journal could require and store per-
tinent method information, data, and statistics to aid in-
quiring researchers. We acknowledge, however, that even
simple descriptive statistics can sometimes be mislead-
ing. For example, averaging many individuals who ex-
hibit “all-at-once” learning patterns, albeit at a varying
number of trials, would result in the incorrect conclusion
that individuals learn at a gradual rate (Baloff and Becker
1967).

There are several difficulties in the quantification,
interpretation, and generalization of effect size mea-
sures. Some such measures estimate the ratio of ex-
plained to total variance. In quantifying the amount of

explained variance (such as R’ or w’), researchers must
realize that total variance 1s increased by measurement
and treatment unreliability, heterogeneous subjects, and
poorly controlled research procedures (O’Grady 1982;
Sechrest and Yeaton 1981a,b). Experimental researchers
also can influence the amount of explained variance by
restricting or magnifying the manipulation of an inde-
pendent variable. Independent variables which are qual-
itative or categorical present particular interpretation
problems. Such variables often have no conceptually
meaningful or practically important characteristics in
common within or across studies; the number of “levels”
of such variables is infinite and any estimates of the “size”
of their effects are very difficult to interpret. Finally, the
problems of the influence of individual characteristics of

JOURNAL OF MARKETING RESEARCH, MAY 1983

particular studies and manipulations within a study make
it very difficult to generalize effect sizes meaningfully
or to compare them across a set of different studies (such
as in a meta-analysis). However effect sizes are esti-
mated, these descriptive statistics are more generalizable
if the levels of the independent variable are a random
subset of all levels of interest (Glass and Hakstian 1969)
and orthogonal to other independent variables (Green,
Carroll, and DeSarbo 1978; LaTour 1981a).

Fortunately, other measures of effect size are avail-
able. Rosenthal (1978) discusses the advantages and dis-
advantages of nine relatively simple methods of sum-
marizing results including three estimates of effect size.
These methods include adding #-test statistics, Z-values,
and weighted Z-values. LaTour (1981a,b) recommends
the use of a contrast estimate to quantify effect size be-
cause 1t eliminates many of the problems of explained
variance estimates. Glass, McGaw, and Smith (1981, p.
102) recently concluded that, “The findings of compar-
ative experiments are probably best expressed as stan-
dardized mean differences between pairs of treatment
differences.” Most of these methods that do not estimate
the proportion of explained variance seem most appro-
priate for simple research designs and are difficult to use
and interpret with more complex designs (Glass and
Hakstian 1969).

Some limitations of our other recommendations
should also be noted. Though we believe that replication
research is very important, recognition for conducting
replications seems to be lacking in marketing research.
Also, it is very unlikely that all sources of variance in
research involving human subjects can be specified or
controlled. Thus, replications can never exactly dupli-
cate prior research conditions, and different results may
be obtained. Such conflicting results can lead to con-
fusion rather than consensus. Of course, confusion is better
than the acceptance of a single result as conclusive, and
subsequent meta-analyses may be able to determine the
source of the conflict in results.

We believe Bayesian hypothesis testing is useful, but
also recognize that researchers need to have a high de-
gree of mathematical sophistication to understand and
apply the approach. It is clearly not an approach which
is amenable to canned computer programs and 1s thus
difficult for researchers to use.

In addition to the problem of meaningfully comparing
effect sizes, a meta-analysis often encounters other for-
midable obstacles. One problem is the search for a cen-
sus of studies including the unpublished ones that are
likely to have smaller effect sizes. For studies that are
available, information is often insufficient for calculat-
ing effect sizes and study authors must be contacted. Un-
fortunately, it is also often difficult to obtain sufficiently
detailed descriptions of the study method and to code
these study characteristics so that their effects can be as-
sessed in the meta-analysis. Small samples and con-
founded study characteristics make it difficult to disen-
tangle main effects across studies, as well as complex
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interactions. An opposite problem is that, if all surveyed
studies use the same procedure, the effect of that method
cannot be assessed (e.g., Cartwright 1973). One impor-
tant outcome of a meta-analysis might be a specification
of types of studies that would fill a void and allow an
examination of the effects of variables that cannot cur-
rently be meaningfully evaluated.

It should be obvious that a meta-analysis, though
quantitative, depends on many subjective researcher de-
cisions and affords much opportunity for disagreement.
Perhaps because the publication of a meta-analysis car-
ries an aura of finality, researchers very commonly dis-
agree about the many decisions involved in a meta-anal-
ysis and, hence, challenge the conclusions. For example,
Stanley and Benbow (1982) challenged Hyde’s (1981)
meta-analysis of gender differences in quantitative abil-
ity and Weinberg and Weiss (1982) disputed some of the
analysis decisions in Clarke’s (1976) meta-analysis of
advertising carryover as well as the statistical validity of
his conclusions.*

Finally, though strong inference designs are superior
to test against the null hypothesis, often theories are in-
commensurable and hence cannot be confronted empir-
ically. In addition, even strong inference designs can ob-
tain conflicting results. For example, Mazis, Ahtola, and
Klippel (1975) compared four formulations of multiat-
tribute attitude models and concluded that the adequacy-
importance model yielded better predictions than the
Fishbein model. This conclusion conflicts with the find-
ings of Bettman, Capon, and Lutz (1975).

Though the preceding discussion is by no means a
complete list of limitations, the problems noted should
serve as a reminder of one critical fact: there is no uni-
versal approach to hypothesis testing which can guar-
antee a meaningful empirical test or offer fully objective
analysis and description of results. Some approaches are
better than others for particular problems. As we have
illustrated, biases in choosing an approach and the de-
cisions made in implementing it have an extremely im-
portant influence on conclusions from the data. Thus, if
possible, researchers ought to use multiple approaches
to testing hypotheses and reporting the results.

SUMMARY

Several issues related to the interpretation and value
of statistical significance testing are reviewed. Although
properly applied statistical significance tests are useful
aids in drawing inferences and for signalling relation-
ships which need further study, they are not sufficient
for falsifying hypotheses or judging research results. De-

“Though the statistical models nvolved 1n the exchange between
Weinberg and Weiss and Clarke (1982) are very sophisticated, the
arguments pertain to important basic 1deas discussed 1n this article
about statistical power, whether failure to reject the null hypothesis
mplies that the null hypothesis 1s true, and the need for testing results
aganst theoretically based point value predictions instead of merely
comparing results against a zero point null hypothesis.
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spite the fact that many of these ideas have been dis-
cussed previously, many researchers, including those in
marketing, continue to ignore them. Attention should be
placed on the data themselves and their descriptions. In
stead of relying solely on classical inferential statistics,
researchers should make added use of replication, Baye-
sian statistics, meta-analysis, and strong inference to
provide more meaningful examination of theoretical
questions in marketing research.
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