Specification Search




J. Hess
1. There is nothing so practical as a good theory.  Use it to specify the model as best you can.

2. Divide your data into a calibration sample and hold-out test sample.  Do any specification searches only on the calibration sample.

3. Do not test up (start with simple specification and add variables) because this has biased coefficients at each step.

4. Test down (begin with a very general specification and drop variables) because this is unbiased.

5. Report the “fragility” of estimators (the extreme bounds = max and min of 95% confidence intervals across all trial specifications).
Effect Size and Power
The focus on type I error leads us to concentrate on statistical significance at the -level.  However, the standard error of an OLS coefficient is 
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, so for large enough n, we can always get statistical significance at the -level.
 The effect size of the variable tries to counteract the n-1 term by calculating not the t-statistic bi/sbi, but rather calculating fi2=(R2-R(i)2)/(1-R2).
 Notice that this looks like the F-stat for whether Xi belongs in the specification, only it is not multiplied by the degrees of freedom n-k.
	
	Effect Size is Large
	Effect Size is Small

	Not statistically significant
	Type A Error
	Conclusion validity

	Statistically significant
	Conclusion validity
	Type B Error


Type I error occurs when the researcher rejects the null hypothesis when it is true and is determined by the significance level (α). Conversely, Type II error occurs when the analyst accepts the null hypothesis when the alternative hypothesis is true. The conditional probability of making a Type II error under the alternative hypothesis is denoted by β. Statistical power is the conditional probability of rejecting the null hypothesis (i.e., accepting the alternative hypothesis) when the alternative hypothesis is true. The most common definition of power comes from Cohen (1988), who defined the power of a statistical test as “the probability [assuming the null hypothesis is false] that it will lead to the rejection of the null hypothesis, i.e., the probability that it will result in the conclusion that the phenomenon exists” (p. 4). Power can be viewed as how likely it is that the researcher will find a relationship or difference that really prevails. It is given by 1 – β.  A powerful test (say 80%) is highly likely to notice true causal relationships.
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The sample size needed to obtain a power .80 for testing a single regression coefficient is
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However, this assumes we know the R-squares or equivalently the effect sizes.  Cohen defined small, medium, and large effect sizes as corresponding to values of .02, .15, and .35,

respectively. Thus, it directly follows that the required sample sizes to have a power of .80 to detect small, medium, and large effects of a single predictor are as follows: small: n = 392 + k, medium: n =52+ k, large: n=22+k.  If you have statistically insignificant results but large effect sizes, then perhaps the test is simply not powerful enough to detect the effects due to micronumerosity.
� Ri2 is the R-square from regressing Xi on all the other independent variables.


� R(i)2 is the R-square from regressing Y on all the independent variables, expect Xi.
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