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Abstract

Constructing a multi-sector production based asset pricing model, we analyze industry-level equity
risk premium (ERP) and utilize general equilibrium moment restrictions to estimate salient para-
meters of recursive constant elasticity of substitution (CES) consumer preferences. Industry ERP is
determined by exposure to volatilities of aggregate income and (CES) price index and their covaria-
tion, as well as the covariation of industry productivity and input prices with the aggregate factors.
With reasonable risk aversion and low intertemporal elasticity of substitution (IES), the model can
explain the observed ERP for (manufacturing) consumer durables and consumer non-durables sectors.
The results also highlight the effects of sectoral demand price elasticity on the risk premium. General
equilibrium restrictions and strong IVs from industry production data yield robust and reasonable
estimates of risk aversion, IES and sectoral elasticity of substitution (ES). Industry restrictions and

IVs are critical for estimation efficiency, but asset market restrictions and IVs enhance identification.

Keywords: Asset pricing, multi-sector, industry equity premium, efficient estimation, moment con-

ditions, instrumental variables



1 Introduction

Asset pricing at the industry (or sectoral) level—in particular, the industry equity risk premium (ERP)—
is of long-standing interest in the literature (e.g., Fama and French 1997).! Furthermore, a large
literature estimates risk aversion and the intertemporal elasticity of substitution in consumption (IES)
(e.g., Hansen and Singleton 1982, 1983, Epstein and Zin 1991) using data on aggregate (or market level)
asset returns. At the microeconomic level, however, agents choose consumption bundles (or baskets)
of various types of consumption goods produced by firms in different sectors. Received microeconomic
theory addresses consumption baskets in general equilibrium (e.g., Arrow and Hahn 1971), and in
more parameterized form through constant elasticity of substitution (CES) preferences (e.g., Dixit
and Stiglitz 1977). But equity value maximization by firms implies that the production decisions of
public firms reflect the preferences of their equity owners. Hence, in a realistic multi-sector context,
parameters describing consumer preferences should be reflected not only in aggregate consumption and
asset returns but also in industry-specific product and asset markets related information,? potentially
enhancing empirical identification. In this paper, we construct a multi-sector general equilibrium model
with production and securities trading to study industry-level ERP, and employ a new approach to
estimation of parameters governing consumer preferences by using conditional moment restrictions from
the joint clearing of product and asset markets.

We theoretically and empirically analyze an infinite-horizon multi-sectoral model with multiple com-
petitive sectors, each producing a different basic good. Firms in each industry are homogenous and use
an industry-specific production technology that is subject to random sectoral productivity shocks and
stochastically converts capital and materials inputs to output. Firms are unlevered and widely-held.
The representative consumer is endowed with Epstein and Zin’s (1989) recursive preferences and every
period simultaneously chooses the consumption basket and portfolio investment in stocks and a risk
free asset. Firms combine intermediate goods to form their composite investment and materials input
every period to maximize the present discounted expected value of real dividends.

We then derive restrictions on the representative consumer’s consumption-portfolio investment and

! Throughout, we will use industy-level (or sectoral) ERP to mean the ERP of a representative firm in the industry.

2This applies to general equilibrium production models with complete markets (Cochrane 1991, Jermann 1998) or with
incomplete markets (Horvath 2000). More generally, even with agency problems due to separation of ownership and control
(Berle and Means 1932, Jensen and Meckling 1976), the preferences of equity owners are not irrelevant for managers.



firms’ capital investment and input policies, along a dynamic competitive general equilibrium path with
simultaneous clearing of product and asset markets. While our multi-sector model considers consumer
goods as well as intermediate goods sectors, for expositional parsimony we focus on consumer goods
industries to facilitate comparisons with the received asset pricing and applied economics literatures.
We utilize these restrictions on product and equity markets in two ways.

First, we quantitatively analyze industry-level ERP through (log-linear) analytic approximation of
the equilibrium path. In doing so, we derive a linear factor model where the risk factors and factor
loadings are endogenously generated: Industry ERP is determined by exposure of firms’ equity payoffs
to volatilities of aggregate income and price index and their covariation, as well as the covariation of
industry-level productivity shocks and input prices with aggregate shocks. We analyze the ERP sepa-
rately for the consumer durables and non-durables manufacturing sectors because the role of durability
is emphasized in the literature (Yogo 2008, Gomes, Kogan and Yogo 2009).

Second, we use these restrictions to form moment conditions in generalized method of moments
(GMM) estimation of salient parameters related to consumer preferences—mnamely, risk aversion, in-
tertemporal elasticity of substitution (IES) and the intratemporal elasticity of substitution (ES)—in
the manufactured consumer goods sector.> While estimates of risk aversion and IES are of substantial
interest in the asset pricing literature, estimation of sectoral ES is the focus of a long-standing literature
in economics (e.g., Feenstra 1994, Broda and Weinstein 2006, Redding and Weinstein 2017).

For these analyses, we need industry data on capital, investment, materials inputs, and industry
productivity. We obtain data on consumer goods manufacturing industries from the NBER-CES data-
base of U.S. manufacturing industries; the latest data available are for 1958-2016 (annual). We use
standard sources for National Income Product Accounting (NIPA) aggregate income and consumption
data, and for financial returns data.

As is well known from the macrofinance literature (Mehra and Prescott 1985 and onwards), it
is challenging to reconcile the observed aggregate ERP with single-good, Markov equilibrium asset
pricing models under plausible values of risk aversion—that is, the equity premium puzzle (EPP). For

our analysis of sectoral ERP, we calibrate the aggregate moments of the model with NIPA data and

3In a similar spirit, Liu, Whited and Zhang (2009) use restrictions on expected stock returns and expected investment
returns to estimate adjustment costs and capital share (under constant returns to scale) on the production side.



parameterize the subjective discount factor, depreciation, and adjustment costs consistent with the
literature. The sectoral productivities and input costs are calibrated to match the sample mean output,
materials inputs and capitals stocks in the model’s steady state. Meanwhile, the literature generally
considers risk aversion up to 10 as reasonable (e.g., Mehra and Prescott 1985). We use risk aversion
levels of 5 (the risk aversion estimate from our sample), 7.5 and 10—since the latter are used in literature
(e.g., Bansal and Yaron 2004). Similarly, there is no consensus in the literature regarding the IES—with
estimates ranging from 0 to 2 (see Best et al. 2020). Similarly, there are a range of estimates in the
literature for the sectoral ES (Feenstra 1994, Broda and Weinstein). We therefore use GMM estimates
from our sample that cluster around 0.2 for IES and 2 for the ES. These estimates are consistent with
estimated ranges in the received literature. We calibrate the industry taste parameter (in the CES
preferences) based on the percentage of income allocated to consumer manufactured goods in highest
income decile countries (Duarte and Reusticca 2016, Duarte 2018).

The model generates sizeable unconditional ERP for both consumer durables and consumer non-
durables sectors with reasonable levels of risk aversion and low levels of IES. Specifically, it matches the
sample mean annual ERP in consumer durables sector of 6.71% for risk aversion between 7.5 and 10.
In the consumer non-durables sector, as well, the model matches the mean annual ERP of 10.05% with
risk aversion between 7.5 and 10.* As a benchmark, the model-generated ERP of the aggregate asset
that pays the equilibrium consumption basket each period is very low compared to the sample mean of
the market ERP: Thus, the EPP continues to hold in our framework for an aggregate asset with passive
(consumption basket) payoff.

The relatively high industry ERP generated by our model—in comparison with the benchmark
aggregate asset—arises from four sources: (1) greater sensitivity of firms’ equity payoffs to aggregate risk
factors—namely, aggregate income and aggregate (CES) price index—because of endogenous production
and capital investment; (2) effects of the interaction between the aggregate risk factors; (3) contributions
to the risk premium by the covariation between industry-level and aggregate risk factors; and, (4) effects
of sectoral ES (or, equivalently, sectoral demand price elasticity) on the risk premium.

To explicate, we recall that consumer optimum with CES preferences implies that C; = %, where

'Bansal and Yaron (2004) and Croce (2014) generate relatively high values of aggregate ERP with reasonable values of
risk aversion in models with long-run risk. But they require the IES to exceed 1.



Cy is the aggregate consumption basket, W; is the aggregate income and P, is the (CES) aggregate
price index.’ But the aggregate consumption basket is not a sufficient statistic for income and the price
index for industry product demand. Specifically, for an industry j with output Y;j , the inverse demand
function w’(Y;) is proportional to (W;/ Pt)l/ 7P (Yt] ) _1/0, where o is the elasticity of substitution
(ES). Hence, the industry demand curve shifts outward with exogenous increases in aggregate income
or the price index—that is, C; does not subsume the effects of the aggregate risk factors on industry
fundamentals. Consequently, industry firms respond optimally to variations in these aggregate risk
factors. Consistent with the data, our model generates production and investment that are positively
related to the aggregate risk factors. In particular, equity payoffs (dividends plus capital gains) are also
positively related to the aggregate factors. Hence, the risk premium (SDF) is affected by volatilities of
aggregate income and price index, as well as their covariation. For the standard reasons, the loading
on aggregate income volatility is positive. Conversely, the loading on aggregate price index volatility
is negative since index shocks are positively related to the stochastic discount factor (SDF) and equity
payoffs (due to the industry demand effect). In addition, because of the cyclical behavior of equity
payoffs, the positive covariation of W; and P; in the data adds to the industry risk premium.

The risk premium is also affected by the covariation between industry-level production related
factors—namely, sectoral productivity shocks and intermediate goods prices—with aggregate income
and price index. The covariation between sectoral input prices and the aggregate price index has a
positive risk premium because higher production and investment costs tend to coincide with higher F;,
when shareholders’ utility cost of lower profits is higher. Conversely, the loading on the covariation of
input prices and aggregate income is negative. Meanwhile, the covariation between sectoral productivity
and aggregate income amplifies the procyclicality of equity payoffs and hence the risk premium, whereas
the loading on the covariation of aggregate price index and sectoral productivity is negative because
higher productivity raises equity payouts in high marginal utility regimes.

Furthermore, in our multi-sector model, the industry-level ERP depends not only on the discount

factor, risk aversion and IES—as in the canonical model—but also on the sectoral ES and taste parame-

’Consistent with the CES model, we derive the CES price index as P, = W;/Cy, using NIPA income and consumption
data. Hence, by construction, the variance and covariance of log changes in aggregate income and price index utilized in
our analysis imply the (annual) volatility of log per capita consumption growth in the data. In sum, our results are not
driven by “large” values of implied consumption growth volatility.



ters. In particular, ES and ERP are negatively related (in the region around our structural estimates).
Quantitatively, the ERP can be quite high for reasonable risk aversion levels and low IES over a range of
ES values; conversely, the ERP can be low even with relatively high risk aversion for relatively high ES.
More generally, because the sectoral ES measures the demand price elasticity of the good, the sectoral
ERP is significantly influenced by the price elasticity of the industry good.

There is a large literature that modifies the canonical aggregate asset pricing model to help resolve
the EPP. One strand of this literature argues that consumption volatility measured from NIPA may not
correctly represent the actual consumption risk faced by investors. For example, Ait-Sahalia et al. (2004)
argue that NIPA consumption weights focus on basic consumption goods. By incorporating luxury good
consumption through nonhomothetic preferences, they are able to explain observed equity premium at
relatively low levels of risk aversion: These results are consistent with our analysis because differentiated
goods have lower price elasticity compared to basic goods or commodities (Berry, Levinsohn and Pakes,
1995; Broda and Weinstein, 2006), and as mentioned above, we find a negative relation of ERP and
elasticity. Meanwhile, Parker and Juillard (2005), Savov (2011) and Kroencke (2017) point out other
sources of mis-measurement of consumption risk. Another strand of the literature emphasizes the role
of long run risks in exchange and production economies (Bansal and Yaron 2004, Croce 2014). Our
analysis focuses on the ERP at the industry-level in multi-sector production economies with investment
and finds that the EPP need not hold because of sectoral risk factors. Our results also indicate that
the composition of the aggregate consumption basket—in terms of the weighted average demand price
elasticity—matters in the measurement of consumption risk.

Our estimation analysis uses GMM with heteroskedasticity- and autocorrelation-consistent (HAC)
inference. An important aspect of industry production data is the high levels of own and cross-
autocorrelations in the endogenous variables (investment and material inputs). This is consistent with
the literature that highlights the high short run predictability of capital investment (Eberly, Rebelo and
Vincent 2012). Thus, in contrast to the well known weak IV problem with asset returns and consump-
tion growth (Stock and Wright 2000), using lagged industry production inputs as IVs allows stronger
correlation with the optimality conditions related to firms’ investment and input choices and, hence, a
potential for stronger identification of the structural parameters. We find that adding restrictions from

industry production equilibrium paths and using strong instrument variables (IVs) offered by highly au-



tocorrelated industry variables substantially enhance identification of structural parameters describing
consumer preferences, relative to benchmark estimations using equity returns data alone.

The GE estimation yields strong identification of the three parameters (risk eversion, IES and ES):
The point estimates are statistically highly significant for all moment conditions (that is, choice of IVs);
are not widely dispersed across different specifications (or IVs); and are economically appealing. The
risk aversion estimate is clustered around 5, well within the range of risk aversion values considered
reasonable in the literature (Mehra and Prescott 1985). The IES estimates cluster around 0.2 and the
tests reject the null of zero IES at probability values below 0.01. As we mentioned above, the literature
reports a wide range of estimates for IES. A long-standing literature finds IES in the low range using
aggregate data (Hall 1988, Campbell 1999). More recently, using a novel structural estimation approach,
based on “mortgage notches” in the UK, Best et al. (2020) also report estimates of IES around 0.1, while
a meta-analysis of IES estimates in the literature finds estimates clustered between 0.3-0.4 (Havranek
2015). However, another strand of the literature reports estimates of IES in excess of 1 (see Bansal
and Yaron 2004). Meanwhile, our estimates of the intratemporal elasticity of substitution (ES) for
manufactured consumption goods cluster around 2. These estimates significantly exceed 1, which is the
requirement of the theoretical model. In addition, the point estimates are consistent with the estimates
in the literature for manufactured goods using import data (e.g., Broda and Weinstein 2006).

It is useful to examine the contributions of the intertemporal capital investment and intratemporal
materials input Euler conditions and production data to identification in the GE model. We analyze
parameter identification by using various combinations of the production and asset market Euler condi-
tions, as well as using only industry production as instruments. We find that identification of the three
parameters (risk aversion, IES and ES) deteriorates if we “eliminate” either of the industry production
Fuler conditions. Consistent with intuition, our analysis indicates that the intertemporal investment
Euler condition contributes most significantly to the identification of risk aversion and IES, whereas
both the intratemporal materials input condition and investment Euler conditions contribute to the
identification of ES. However, while the role of industry level production IVs is critical, the asset return
IVs also improve identification.

To our knowledge, this is the first study to utilize a multi-sector general equilibrium production-

based asset pricing model to analyze industry-level ERP and estimate consumer preferences related



parameters.® This realistic setting can generate relatively high industry ERP with reasonable consumer
preferences and production technology parameterization. In particular, we quantitatively highlight the
role of intratemporal ES in the determination of equilibrium industry ERP. Furthermore, the multi-
sector general equilibrium setting allows us to use production-based conditional moment restrictions
and exploit high serial correlation in production data at the industry level in structural estimation. We
find that jointly using information in securities trading and the production decisions of public firms

enhances identification of structural parameters.

2 A Multi-Sector General Equilibrium Model

The economy consists of .J competitive sectors (or industries), each producing a different good. Sectors
are partitioned into J. sectors that produce (final) consumption goods and sectors that produce two
types of intermediate goods: J; sectors that produce material inputs for production and Ji sectors

that produce capital inputs.

2.1 Consumption and Portfolio Investment

There is a continuum of identical consumer-investors (CI) in the economy; the number of CIs is nor-
malized to unity, without loss of generality. The (representative) CI’s income each period comprises
of dividend payouts from firms, net changes in the value of her/his stock portfolio, and income from a
riskless security. At each ¢, the CI chooses the consumption vector ¢; = (ciy,...Cjct), taking as given
the vector of consumption good prices p§ = (1, ....,p;] ¢); that is, the first consumption good serves as
the numeraire and its price is normalized to unity each period. The CI also has access every period to
a (one-period) risk-free security (f) that pays a unit of the numeraire good next period. The mass of
risk-free securities is fixed at unity. The CI’s asset holdings at the beginning of the period are denoted
by the (J 4+ 1)—dimensional vector q; = (.., qu . qgc ). Along with consumption, the CI simultaneously
chooses her/his new asset holdings q;+1, taking as given the corresponding (ex-dividend) asset prices

st. The dividend payouts per share are denoted by d; (with d{ =1).

SThere is a long-standing literature on multi-sector models in production economies (e.g., Samuelson and Solow 1956,
Johansen 1960) that studies computable general equilibrium models (e.g., Shoven and Whalley 1992) or aggregate output
volatility (e.g., Horvath 2000).



The representative CI has Epstein and Zin (1989) preferences over intertemporal streams of con-

sumption bundles {C}}7°, that are expressed in recursive form as
1 1411 "
U= |(1—a)C; 7" + ay [UJP] _”] : (1)

when v # 1 and n # 1. In (1), Cy = C(c;) is an aggregated consumption index with constant elasticity

of substitution (CES) among consumption goods, that is,

. o/(o-1)
Cler) = | > ¢/ (c)loD/7 : (2)
j=1

where ¢ > 1 is the ES and 0 < ¢/ < 1 are the utility weights; o controls the subjective rate of

impatience; v determines the degree of risk aversion; and 7!

measures the intertemporal elasticity of
substitution (IES) over consumption baskets.
For model simplicity and tractability, the CI is assumed to have only dividend income.” Hence the

CI’s budget constraint is given by
P; -t < qr - (di +8¢) — Q1 - se = Wee (3)

Because preferences are strictly increasing, the budget constraint (3) will be binding in any optimum
and hence W} also represents the total consumption expenditure at ¢. In the standard fashion for Dixit
and Stiglitz (1997) preferences, intratemporal optimization yields the consumption demand functions

(see the Online appendix)

. Wy | P’ 7 .
CZ(prt) = ?t ti] y J=1, o (4)
t | p

TOur purpose in this study is to develop a multi-sector model for quantitative analysis of industry ERP and demonstrate
the value of using general equilibrium conditions for the estimation of consumer preference related parameters. Considering
endogenous labor income, for example, with leisure as a component of consumer preferences and labor as a factor of
production significantly complicates the analysis and empirical implementation of the model. We discuss briefly the
implications of non-dividend sources of income on the ERP in Section 4.3.



where P, = P(p{) is the aggregate consumer price index

. 1/(1-0)

Pp)) = [ (&))" : ()

=1

At the optimum, the aggregate real consumption Cy = C(c;) = %t, which is the real income.

Meanwhile, the CI’s portfolio optimization equates the real current security price to expected present
value of real equity payoffs next period. The real SDF (or pricing kernel) is the intertemporal marginal

rate of substitution of real consumption (IMRS). Letting A; = g—zé’: = (1—a)C; "U;" denote the marginal

valuation at ¢, the SDF for the one-period investment horizon is Ay;11 = Aj\:l. Using C; = % and
following Epstein and Zin (1989), the real SDF can be written
At+1 _ 046 GK/FI R@*l 9 — 1- Y (6)
Ay GE CHLT =1 g’

where Gﬁl and Gﬁl are the gross growth rates in aggregate income and the price index between ¢
and t + 1, respectively, and Rc 41 is the gross one-period (real) return on an asset that pays aggregate

consumption as its dividend.® Hence, asset prices satisfy

St dt+1 + St+1
-_— = E - -
j2) t [At,t+1 < P,y > a:| (7)

which can be expressed in more conventional (or nominal terms) by defining the one-period ahead

nominal SDF M1 = P, (Alét":l> . Since the one-period return between ¢ and ¢ + 1 in each sector

- ]y +s] : : : :
is R}, | = <t+1+st“> , and the return on the one-period nominally riskless bond is R{ b = (1/ s{ ),

J
St

Equation (7) can be written as the restriction
1 =B [M;11Ri11], (8)

where 1 and Ry are the unit and gross nominal returns vectors, respectively.

t
yad
t G 1_7]71_7

n—y

. e\ .

$More precisely, AA“ = (ﬂ) Utiﬂl , which can be shown to equal (6).
t+1 Et[UtJrl



2.2 Production and Dividends

There are a continuum of identical firms of unit mass in each sector. It is therefore convenient to exposit
the model at the sectoral level. Each sector j utilizes a production technology that stochastically converts
capital stock at the beginning of ¢ (K7) and materials input (Hj) chosen during the period to output

(Y/) through the production function:

FI(K] H] A) = A(K]) V= (H]) 1, 9)

where Ag represents the stochastically evolving industry-wide (sectoral) productivity level. 1/;31'( >
O,wfq > 0 are the output elasticities of capital and inputs, respectively, with the restriction of non-
increasing returns to scale, that is, Wk + 1/}%'{ < 1. The sectoral productivity shocks follow a first order
log-autoregressive stochastic process with possibly contemporaneously correlated innovations. Writing

a{ = ln(A{ ), the productivity stochastic process is specified as:

a{ = pt];agfl + 5fm (10)

J

7+ 1s a normal mean zero variable with a stationary (or time-invariant) variance-covariance matrix

where ¢

Ele.el] = @, (for e, = (gL, ...,&))). Capital stock Ktj evolves according to
K], =01—-0K] +1, (11)

where 67 is the per-period depreciation rate and Ig is the investment at t.
Similar to the literature (Kiyotaki 1988, Horvath 2000), firms in each sector combine intermediate

goods to form a composite material input and investment good using the sector-specific CES functions:

Jn /-1 7 (Ch=1)/¢k
H = | > b)) GG L= | S k@) .12
n=Jc+1 n=Jp+1

where Hﬂ;t is the material intermediate good purchased by sector j from sector n = J. + 1,..., Jp; QDZj

is the sector-specific weight of this good and C? > 1 is the ES among material intermediate goods in

10



sector j. Analogously, one interprets r gpﬁj and Cf for investment intermediate goods. The costs of

nt’

J
material and investment intermediate goods are Tht Z pyH:, Jand T Z pPI7,, respectively.
Je+1 Tn+1 '
Sectors choose intermediate goods in a two-step process. In the first step, H} and I] are determined;

in the second stage, conditional on (Hg , Ig ), the individual intermediate goods Hit and I%t are chosen
to minimize the intermediate cost expenditures Tflt and Tit. This process yields the demand function
for intermediate goods as (see the Online appendix):

_Cév

I, (13)

k

¢
j ¢h J. i _ ¢
Hnt - (()On]) [Xt ] Ht ) Int (Qpn]) Z]

,11/(1—=¢h)
_CQ} ! are the

. h : £11/(=CH)
where X/ = |30 ()% (o]) and Z] = [Z,{ B ()5 ) <]

materials and investment intermediate goods price indices for sector j. It can be shown that the effective
composite material input demand Hj is such that X7 HJ = Tibt, and similarly Z/I] = Tit Apart from
the costs of investment goods, firms are subject to convex capital adjustment costs so that the total

investment cost function is

S\ 2

. . .. . V) .

oI, K]) = Z]I] +0.507 <Kt7> K}, (14)
t

where v7 is the sector-specific capacity adjustment cost parameter. The process for determination of
(Hg , Itj ) will be specified below in the characterization of equilibrium.

All firms in the model are unlevered and publicly owned, with their equity being traded in frictionless
security markets. The number of shares outstanding in each sector at the beginning of ¢ is denoted by
Qi Cash flows are paid out as dividends. Let \Ilg = pg Y;j denote revenues or sales. Then payouts from

sector j at t are

Dl =W — X/ H] — O (I], K). (15)

. DI
Dividends can be negative, financed by equity issuance, that is Q] 1= max|Q] QJ —] Per share

dividends in sector j at ¢ are determined by Qz d{ = D{ .

%Tn the absence of taxes and transactions costs, negative dividends are equivalent to the market value of new equity
share issuance.

11



2.3 Equilibrium

The state vector for firms in sector j at the beginning of ¢ is Qi = (W4, P, A{, Xg, Zg, Kg, Q{); the first
four elements of this vector are taken as exogenous by firms, while K g and qg are dynamically endogenous
fort>1 (Ké is pre-specified and qg = 1). In general, there will not exist complete contingent markets
in this model; hence, the discount rate is given by the representative consumer’s marginal utility of
real consumption (Brock 1982; Horvath 1998). At every ¢, conditional on Q{, the representative firm in
each sector is instructed by shareholders to choose {Hf+T, 7 JrT}T o to maximize the conditional present
value of real dividends given by!?

(16)

t+r
) (P)
subject to the production and capital accumulation constraints specified above.

In equilibrium, firms follow optimal investment and input choice strategies taking as given the prices
for the industry good p{ , while consumers follow optimal consumption and portfolio policies represented
by (4) and (7). The model is closed by the requirement that product and asset markets clear. Thus,
cj(pt,Wt) =Y; ,j =1,..J; Z}]:l Hit =Y"n=1,..,J; and qf_H = Q{_H, that is, the asset market
clearing conditions (7) (or (8)) hold. Note that in equilibrium the share holdings do not affect the
income Wy of the CI, since these are determined by ijl D{ . Hence, we normalize Qg 41 to unity at
every t without loss of generality (see, e.g., Horvath 1998). With some abuse of notation, we will use
the sectoral state vector Q) = (Wy, P, Al, X7, ZI K7) for further analysis.

It is convenient, from the viewpoint of our empirical analysis, to express firms’ objective functions

in nominal terms. Defining the nominal SDF for future payofts at ¢ as M; ;- = FP; (%) ,7=0,1,..,

the objective function in (16) can be re-expressed as E;

(o0}
ZM@HTD?M] . Since Agpqr = “T by
7=0

construction, it will follow that Mype; = Me2 7 = 0,1,2...(My; = 1). Then, using the Bellman

representation, we can define the nominal cum-dividend value function of the representative firm along

the equilibrium path recursively as a function of the state:

V@) = max DI+ B [V,(9,)]- (17)
Ij HJ>0

loRecaH that At,t =A: = glé: — 8 ‘;;C "Iun

12



The ex-dividend value of the firm will be denoted Sg .

2.4 Equilibrium Characterization for Consumer Goods

We will focus on the asset pricing implication of consumer goods industries (sectors j = 1, ..., J..) for
reasons of space and expositional parsimony. There are two principal reasons for this focus. First, the
existing empirical asset pricing literature mostly focuses on ERP driven by the (direct) consumption of
the representative consumer, so it facilitates intuition on the determinants of sectoral ERP —through
comparisons of our results with the literature—to focus on consumer goods industries. Second, the
demand functions for consumer goods—and, hence, their sales and dividends—involve the intratemporal
ES and sectoral taste parameters (see (4)); these parameters have been estimated by a long literature,
which provides a useful benchmark for checking the “reasonableness” of our estimates. In contrast, there
is sparse literature on the estimation of the sector-specific CES production and investment parameters
¢ ;l and Cf that drive the demand functions of intermediate goods producers.!!

We now present the optimality conditions for the representative firm in a consumer goods sector

along the equilibrium path. Since the goods markets clear in equilibrium, we can use (4) to solve for

the inverted demand functions for consumer goods sectors as
iy _ o1\ (v T
Wi(Yf) = ¢ (W, PP (Yt ) =1, (18)

As we mentioned at the outset, and as is apparent from (18), the mapping from quantity to product

prices can not be expressed in terms of the consumption basket alone. Using Cy = %t, we can rewrite

. . N —1/0
(18) as wi(Y{) = ¢/ (C’t)l/a P, (Ytj) . Hence, the aggregate (CES) price index still affects the
inverted demand function. Intuitively, equilibrium prices for goods are ceteris paribus positively related
to the aggregate index, holding fixed the consumption basket. This observation will be important

when we consider the equity risk premium below. We will represent the equilibrium path quantities by

(", 1]". 1], D" ST").

" Conceptually, the extension of the equilibrium conditions to intermediate goods sectors in Proposition 1 below is
straightforward, since it requires substituting the consumer goods demand functions with intermediate goods demand
functions from (13). However, extending the quantitative and empirical analysis to study the asset pricing implications
for intermediate goods producers is an interesting avenue for future research.

13



Proposition 1 Along an equilibrium path, for each t and state Qg, for any sector 7 = 1,..., J., the

optimality conditions for (Htj*,lg*) are given, respectively, by

pg*FH(Kg7Hg*vAg) :th7 (19)

i . I]* . o . . ) IJ*
Z] + (%) = By | My Q 0l Fre (KL, By ALy +0.507 <Kf;r1> +
41

(1- ) (zg’ L (”)) } , (20)
K77,

where Kgil = Kf(l —0) + Itj*. The goods market clears in each sector so that

. - (W, /o . Y . 1-1/c
ii=o () mlradara) (21)

Finally, the equilibrium dividends D{* then satisfy (15), while the ex-dividend value Sg * is given recur-

Dyl + Si
M1 <t+lsj*t+1 =1 (22)
t

stvely by
E,

Equation (19) reflects the optimality condition that equates marginal cost of inputs (Xg ) to the
marginal revenue productivity of inputs at the competitive (or market clearing) price. Equation (20) is
the Euler condition showing the trade-off between the current marginal cost of investment—represented

by the left-hand side—with its discounted expected marginal value—given by or the right hand size.

3 Quantitative Implications: Sectoral Risk Premia

We will analyze the quantitative implications of the model with respect to equilibrium equity risk premia
through log-linear approximations to product and asset market equilibria around a deterministic steady
state. Our approach thus combines methods from the asset pricing literature (e.g., Campbell and
Shiller 1988) to approximate the SDF and equity risk premia, with the methods from the macrofinance

literature (e.g. King, Plosser and Rebelo 1988) to approximate real quantities, which we apply to
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analyzing industry equilibria (see Proposition 1). The details of all the analytic approximations below,

including the industry and asset market equilibria in the steady state, are given in the Online appendix.

3.1 Analytic Approximations

For firms in any sector j, the vector of state variables Qg = (W4, B, A‘Z, th , Zg , th ) includes exogenous
stochastic processes, namely, Qi = (W4, Pt,Ag,th, th ) and an endogenous capital stock process Kt] .
In the standard fashion (King et al. 1988), the solution method involves log-linearizing the equilib-
rium conditions of Proposition 1 around a deterministic steady state and solving the resultant linear
dynamic system. Because the only exogenous shocks to our economy, namely, the sectoral productivity
shocks follow a first order log-autoregressive process (see Equation (10)), we will solve the model (with
log-linear approximations of industry and asset markets’ equilibrium) under the assumption that the
exogenous—at the level of the industry—stochastic state variables Q{ follow a log-autoregressive system
with multivariate normal i.i.d correlated shocks. The model’s solution will then give, at any ¢, the sector
capital stock KZ 41, product prices p{, the log of dividends d{ , as well as the log of the SDF m; and
log of equity prices s{ as linear combinations of the industry’s state variables Q{, consistent with the
assumption that state variable follow a first order autoregressive system.

For the exogenous stochastic state variables, we establish the notation: w; = log(W;), 7 = log(P,),
v} = log(X}), af = log(4]) (as in (10)), ] = (wy, 7o, ]2, 51, P = (puys s s s p2), 0 < p < 1, and

J_ Joodo Iy J ; ion 12
€; = (Ewt,Ent,Eqt €41, E2¢) - The log-state vector p; follows the recursive law of motion

Wi =p'u +el. (23)

As noted earlier, p] includes two aggregate quantities—w; and m;—that are common across industries—

and three industry-specific quantities: a7, xi and z]/. Correspondingly, the shock vector e is also

composed of aggregate and industry-specific shocks. In particular, e} are mean zero variables with the
time-invariant variance-covariance matrix ®/ = [@gj} , where Cov(eyt,ewt,) = (I)%WCOU(Ewt,gﬂt,) = (1)72r

and Cov(eyter,) = Pyr are common across j, while Cov(eytel,) = Py ete. are specific to the

12The specification in Equation (23) may be considered as the special case of a general vector autoregression system
with one lag (VAR(1)) and a matrix of autocorrelation coefficients with only nonzero diagonal terms.
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industry.'® We first derive the log of the SDF using the standard approach and then turn to the
derivation of equilibrium law of motion for the real variables.

Now from (6), the log of the real pricing kernel A\;;1 = log(A¢41) is

Ai+1 = 0loga — 00 [gu 141 — grpr1] + (0 — 1)re g, (24)

where gy 4+1 and gri41 are the log growth rates of income and aggregate price, respectively, and

Te4+1 = 10g(Rc¢41). Using the Campbell and Shiller (1988) log-linearization approach, we can write

Tei+1 = fo+ [12et+1 — Zet + Gu,t+1 — Gr 41, (25)

where z. is the log price-consumption ratio. Here fy and f; are approximating constants that depend

exp(ze)

on the unconditional mean of z., say, z.. Indeed, fo = log(1 + exp(z.)) — f1z. and f; = Trew(e)

We take z. to be a linear function of the logs of the aggregate state variables W; and P;, namely,
Zet = Keg + KewWt + KenTi. We show in the Online appendix that

(P — 1 —1) (pr — DO —n) +1] _loga+ fo (26)

e e — ) =L T (o — ) —1) 0T 1=

Since gut+1 = (P — Dwe + €y and gr 11 = (pr — 1)7 + €F, 1, substitution of (26) and (25) in (24)

allows one to write (see the Online appendix) the log of the nominal SDF my1 = A\y1 + 7 — my41 as

mi41 = QIOgOé + wat + (Bﬂ + (1 — pﬂ.))ﬂ't + bwgw,t—i-l + bﬂEﬂ,H_l, (27)

where the coefficients are

By = (py = D[ —n) =1+ (0 — Drcwlfr1p, — 1],
(p7r - 1) [9(77 - 1) + 1] + (9 - 1)’{c7r[flp7r - 1]7

bw = =00+ (0~ Dlfikcw +1;br =8 — (6 = 1)[1 — fiical. (28)

&
3
11l

13We will derive the analytic approximations to the equilibrium path for general linear first-order autoregressive (that
is, AR(1)) processes, allowing for both Gaussian and non-Gaussian innovations (e.g., Sim 1990) to the state variables.
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We now turn to the approximation of equilibrium real quantities, which will provide us with the equi-
librium sectoral dividend polices and, in turn, stock prices and the industry ERP. We will denote steady
state quantities by “bars” and define by L, = log(L;) —log(L) the log deviation of any variable L; from

its steady state value. Using (21), we start by writing the optimality conditions (19)-(20) as

o—1

X = G;>@<>“%Pﬁmww)“] (29)

Zj+vj<ltj> By | M W Yig < )(Ii+1>2+
" — = t tt+1 -
K} S, \2)\K,

N
Ha-o (2o (2] )] (30)

Log-linearization of (29)-(30) around the steady state gives (see the Online appendix)

: J i ~ N - oA
oX7X] = (wﬁj> Wi+ (o= ) { B+ & + w7 b - vl ]| (31)

o \I/ ;
V(I - K]) = oF |:Mtt+1u ’]+¢ (\Ili-i-l Ktj+1)+

wﬁﬁﬁlfﬁa—um&y (32)

where uMJ = <¢‘}(% +(1—6) + (”J‘S]) (2 — (59)> . Writing logs of Ht] and Kg as small letters, from

(31) we get the equilibrium materials choice as an affine function of the current state (in logs):
h = ()7} [a(log ¢ +log ) + wi + (0 — 1) (s + a + ik]) — ozl (33)

where ygq = wgq +o(1-— WH) Next, using (32), the equilibrium law of motion of capital stock can be

shown (see the Online appendix) to be an affine function of the (log) state variables, that is,
W1 = & + Ehwe + Emy + o] + €l + €] + Gk (34)

As is apparent from (20) (or 32), the loadings on the aggregate and industry factors combine both
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elements of consumer preferences and industry production relationships. For instance,

(Z55) 0= )+ 0h) ) = 9B,
VI (py, + €LY+ upd
(‘z’jfféf”) (0= 1)(1 = ph) (1 + ()7

g = — : : 36
vi(ph + &) +uy™ %

, (35)

Since equilibrium h{ and k:i 41 are affine functions of the current state, using (15) we can express

equilibrium dividends also as affine functions of the current state:
dg = Nio + Niwwt + Ng,wﬂ-t + Ng,aa{ + Né,rxg + Né,zzg + Ngi,kkg (37)

Not surprisingly, the loadings of dividends on aggregate and industry factors inherit the properties of

hl and k‘i 41- For example,

, (Wi (vl + 4 ]
N, = (Dot | (ij wH)—XjHj (%)—meaﬁ)&a , (38)
’ av vy

N = ()| @DV + Yo - 1)

" — KI(1 407§ )gg] : (39)
H

With the equilibrium dividend function (37) in hand, we then derive the equilibrium equity price by

log-linearization of the equilibrium asset pricing condition (22), which gives
By [N + (1= o) Dl + a8, - §i] =o. (40)
Writing (with some abuse of notation) s/ = log(S?), we can derive s/ as the affine function:
sl = NJo+ Nl w, + Ni i+ Nl ,af + NI o] + NIz + N7 K], (41)

where the loadings in (41) on the state variables are weighted combinations of the loadings of the SDF

and dividends (see the Online appendix).
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We now utilize the standard reformulation of the Euler (8), namely,

‘ D]+
By | Ry, — R{H] = —R},,Cou; (Mt,tﬂa W) ; (42)
t

where Cov; is the conditional covariance function and R{ 41 is the nominal riskless rate (at ¢). Log-linear

expansion of (43) around the steady state yields the equity risk premium (ERP) equation:

l—«o

A 1—a A A ,
Et[ri+1—r{+l] = —OéCO’Ut <mt+1 - Et[mt+1], (a) dg—‘,-l + Si—‘,—l - Et |:<04> d'g+1 + 8g+1:|) . (43)

(43) specifies the standard result that the ERP is positively related to the covariance between the shocks
to the log SDF (that is, msy1 — BE¢[my41]) and shocks to dividends and stock prices. This equation also
recognizes that in the steady state (denoted by bars) M = « (since Wyy3 = Wy = W, P,y = P, = P,
and Uy = Uy 1) and S7 = %, so that % = (1?70‘) . But because dividends and stock prices depend
on both aggregate and industry-specific states (see (37) and (41)), it follows that the equilibrium ERP

should as well. Indeed, straightforward computations yield a linear multi-factor model of the form:

B, [rngl - 7"{+1] = 3%‘/@”(5&1) + /Bzrvart(?ffﬂ) + ﬁﬁcovt(%t,&m) + /Béwcovt(gwt,azt) +
Bl Covi(ext €ly) + Bl Covi(ewn ehy) + BlrCovi(ent el) +

B, Covr(el’,ely) + pLrCove(e] <Ly). (44)

In (44), 87, BJ and B?  represent the risk loadings of the representative firm in sector j to aggregate
shocks, that is, exposure to income and price index shocks. And 3%, ,3% (4 .37 . and % _ represent
the industry’s risk sensitivities to industry-specific shocks due to the covariation between shocks to
industry productivity and intermediate cost indices with aggregate shocks. The specification of the
loadings, in terms of the parameters of the equilibrium (log) dividend and stock price functions—namely,
(37) and (41)— and the discount factor « are provided in the Online appendix.

The ERP representation in (44) differs from the received literature in two principal ways. First,

unlike single consumption good macrofinance models—both in exchange and production economies—our

model allows cross-sectional variation across industries. Second, and distinct from the production-based
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asset pricing literature, the “real side” of our model specifies the contribution to equilibrium ERP due
to the covariation between industry-specific (productivity and materials costs) shocks and aggregate
shocks. Note that by using the equilibrium relation C; = %t, we can also express the ERP in terms of
consumption risk—as is more typical in the asset pricing literature—by eliminating the role of income.
But for the reasons given above, the effects of shocks to the aggregate price index cannot be excluded.'?
But it is important to develop intuition on the relation of the risk loadings to the fundamentals of
the model. It is apparent from (42) that the risk premium will depend on the interaction of the SDF
and firms’ equilibrium response to aggregate and industry shocks. To illustrate, the risk loading on
aggregate income shocks above takes the form 6{‘1, = abw](fﬂ,, where b,, is the contribution of exposure
to income shocks in the SDF (see (27)) and Ni, = —[(=2) Niw + NZ,] is the value-weighted average

of the effects of w; of dividends and (ex-dividend) equity values, namely,

i = (1—a)Ni,, + By + &,(aN? + (1 - a)Nik)). )
CM(Oépw - 1)

Note that N7, incorporates the responsiveness of firms’ investment and material input choices to aggre-
gate income shocks in the industry equilibrium: These are represented by & (see (34)) and income-
sensitivity parameters in (33). In turn, the optimal investment and material input choices are related
to the “deep” parameters of the model, namely, the industry taste weight ¢’ and the ES ¢ on the
consumer preferences side, and output elasticities 1%] and @DJ['( and capacity adjustment costs v’/ on the
production side. Of course, the equilibrium risk loading also includes the CI’s risk aversion () and
IES (1/n), incorporated in B,,. In sum, the general equilibrium model constructed above with multiple
industries implicates parameters from the well-known CES consumer preferences (namely, ¢/ and o)
in the ERP, along with the parameters that are considered in the consumption- and production-based
asset pricing models in the literature.

We note that under the maintained assumption of a stationary variance-covariance matrix of the

H1n this alternative formulation, with some abuse of notation, we write the log-autoregressive consumption basket process
as ¢t — p.ct—1 + €i41 and express the ERP as: Eq [ — r{H] = BlVar (ef41) + BLVari(efy1) + B2, Covi(efy1,e841) +
BhrCovi(efin, eitr) + BhrCove(eftn, €it1) + Bl Cove(eihn, €i41) + BhrCove(eft1, €t41).
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aggregate and industry shocks (see (23)), (44) can also be written as the unconditional ERP

E[Tz+1 - T{Jrl] = B{uq)%u + ﬂgrq)?r + IB‘ZL)F(PWW + /géwq)gw + Bg?wq)g?w + szwq)jzw (46)

Bl + B @l + AL PL

Of course, by allowing non-stationary or heteroskedastic industry productivity shocks, (44) will generate
time-varying industry ERP as a linear factor model with aggregate and industry factors. Nevertheless,
with appropriate calibration, (46) allows the computation of the unconditional ERP, which is of sub-

stantial interest. We now turn to these computations.

3.2 Data and Calibration

For empirical analysis of the model, we need industry data on capital, investment, materials input,
sales, and productivity. We take these data from the NBER-CES manufacturing database. The latest
data available are for 1958-2018 (annual). However, because industry productivity data are generally
available only through 2016, our sample period is 1958-2016. The NBER-CES data are in nominal
terms. While deflators for materials costs and investment are provided, the appropriate deflators for
output and (especially) capital stock are not apparent. For this reason, we work with the nominal SDF
in the Euler condition for investment (Equation 20) and, therefore, also asset returns. Of course, the
unconditional ERP, which we will compute, is expressed in real terms.

As the proxies for aggregate income (W) and consumption basket (C'), we use per-capita national
income and consumption expenditures from the Federal Reserve Bank of St. Louis (FRED). We note
that the aggregate price index in the model, P, is not necessarily the CPI, since along the equilibrium
path consumption basket C; = %t. That is, the appropriate price index is the “ideal” (or CES) price
index, which is not generally available (e.g., Redding and Weinstein 2020). We therefore use the implied
equilibrium P from the income and consumption data. We use the deflators for the material costs (Ht] )
and investment (Ig ) as measures of Xg and Zg . We compute the covariances between industry factors
(A{, Xt] , Z,gj ) and the aggregate factors (W;, P,)—that contribute to the risk premium—from the data
using the log-autoregressive specifications in (23).

Table 1 displays the parameterization for the aggregate quantities (which are common across sectors),
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as well as the sector-specific parameters for all sectors. The (annual) volatility of per capita national
income shocks (®,,) in our sample period is 2.47% , while the volatility of the shocks to log aggregate
price index (®) is very low, that is, 0.76%; and the covariance @, is even lower (4.8 e-05). Using
the relation log C; = log W; — log P, we obtain (annual) volatility of log consumption growth as 2.39%.
By construction (since P is forced to equal W/C'), this volatility equals (up to rounding) the annual
volatility of per-capita consumption in our sample period. The covariances between the industry and
aggregate factors tend to be small. Finally, all stochastic processes are highly persistent, that is, have
an autocorrelation coefficient exceeding 0.9, with autocorrelation aggregate income and consumer price
index being essentially 1.

Consistent with the theoretical focus, we restrict attention to consumer goods industries subsample
of the NBER-CES database by mapping 1997 North American Industry Classification System (NAICS)
codes to four-digit 1987 Standard Industry Classification (SIC) codes.!®> As we mentioned already,
the asset pricing literature highlights the role of durability in expected returns (Yogo 2008, Gomes,
Kogan and Yogo 2009). Hence, for our quantitative analysis, we consider separately consumer durable
goods industries and consumer non-durable goods industries. For each of these sectors, we take the
cross-sectional means of production data across the relevant industry codes.

We now turn to the calibration of parameters relating to consumer preferences, namely, (o, 7,7, 7, ¢’).
Because our production data are at an annual frequency, we use 3% annual discount rate, that is
a = 0.97, consistent with multi-sector general equilibrium models in the literature (e.g., Horvath 2000).
There is no consensus in the literature on the other parameters, however. The estimated of percentage
of income spent on manufactured consumer goods in the highest income decile countries (which includes
U.S.) range from around 0.3 (Duarte and Restuccia 2016) to 0.39 (Duarte 2018). We set ¢’ as 0.35 for
our manufactured consumer goods sector.

For (,n,0), we utilize the structural estimates from our model using GMM (see Section 5) with
our aggregate data and production data for consumer goods industries in our manufacturing industries
sample.! The risk aversion estimates (), shown in Table 5 below, are robust around 5. But we

also use risk aversion of 7.5 and 10 for our calculations, which are considered in the literature (e.g.,

15The list of consumer goods industry NAICS codes is obtained from Statistics Canada (2021).
16 This estimation is conducted with o = 0.97 and ¢’ = 0.35 for consumer goods industries in the manufacturing
database.
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Bansal and Yaron 2004, Croce 2014). We obtain robust estimates of IES (p~!) of around 0.2. We will
discuss this estimate further below in Section 5, but as mentioned before, our estimate is consistent
with a strand of the literature on IES estimates. We get reliable estimates of ES (o) of around 2 for
manufactured consumer goods industry. Following Feenstra (1994) and Broda and Weinstein (2006), the
interpretation of this sector specific ES is the elasticity of substitution amongst different products in the
manufactured consumer goods sector, including between durables and non-durables.!” The estimated
o reliably exceeds 1, as required for convexity of preferences, and (as we will discuss further below) is
within the range estimates of ES reported in the literature.

We compute annual returns for each sector as the value-weighted portfolio returns of all firms in
the sector. We first compute the value-weighted portfolio returns for each sector using monthly data
and then compute the calendar year returns using the monthly time series. When needed, we apply the
consumption price deflator (CPI) to adjust the returns data to real terms. We obtain the market and
risk free returns from Kenneth French’s website.

Turning to the production side of the model, it is well known that because of varying rates of de-
preciation for different types of capital (equipment, structures, and intellectual property), estimating
depreciation rates is challenging. The literature notes that depreciation rates have been trending up-
wards because of the increased use of computer equipment and software since this lowers the useful life
of capital stock (Oliner 1989). Moreover, the depreciation rates on such equipment have been rising. For
example, Gomme and Rupert (2007) note that annual depreciation rates of computer equipment have
risen from 15% in 1960-1980 to 40% in 1990s, and give estimates for software depreciation rates of about
50%. Epstein and Denny (1980) estimate the depreciation rate of physical capital (in the first part of
our sample-period) to be about 13%. Because of increasing use of computerized and higher technology
equipment in manufacturing during our sample period, we use an annual depreciation rate of 20%.'8
There is also a wide variation in the literature regarding estimates of the capital adjustment cost para-

meter v. In particular, utilizing US plant level data, Cooper and Haltiwanger (2006) find v of around

'"This approach is based on extending the basic CES basket (4) specification to allow for nonsymmetric or good-specific
ES (e.g., Broda and Weinstein 2006). Using this more flexible specification does not change the theoretical characterization
of the equilibrium and, hence, the sectoral asset pricing implications. For notational parsimony, we continue to use o to
denote the sectoral ES in the manufactured consumer goods sector.

'8 This value is also the mean depreciation rate estimated by a detailed study of Canadian manufacturing data (Gellatly
et al 2007).
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10% for a strictly convex adjustment cost function, which is the value we utilize in our computations.
Table 1 reports the calibration of salient model parameters used in computations.

In the usual fashion, we take the steady state value of per capita income W and aggregate (CES)
price index P as their sample means. By construction of the P, time-series, the implied steady state
consumption-to-income ratio matches the sample mean and the steady state consumption level is also
close to its sample mean. In a similar vein, the production elasticities wj , zq, and the steady state
values A7, X7 and ZJ are calibrated so that the model’s steady state per capita output, materials
inputs, and capital stock match their corresponding sample means.!” The procedure for the steady
state calibration and the steady state values are given in the Online appendix (Section C.1 and Table
A.1). Finally, to calibrate the SDF, we set f; = % (in (25)) as 0.997, which is consistent with
Bansal and Yaron (2004) and Campbell and Shiller (1988).

Prior to considering the asset pricing implications of the calibrated model, we note that in equilibrium
firms’ demand for material inputs is procyclical (that is, positively related to aggregate income, see (33)).
And under the calibration in Table 1, investment is also procyclical (that is, & > 0 in (35)). These
equilibrium properties are consistent with the data since, in our consumer manufacturing industry
sample, log materials inputs and log investment are highly positively correlated with log per capita
income. In a similar vein, the model implies a positive relation of materials inputs and investment with
the aggregate price index and sectoral productivity, both of which are consistent with the data. In

particular, equity payoffs (that is, Dg + Sg ) are positively correlated with aggregate income and the

aggregate price index.

3.3 Asset Pricing Implications

Table 2 presents the computations for the unconditional equilibrium ERP for consumer durables and
consumer non-durable sectors in Panels A and B, respectively. We also provide the mean of sample

ERP for each sector in our data as a benchmark. As mentioned before, we analyze the ERP for three

19The procedure for calibrating the production elasticities is a follows. We start by estimating, for each sector j (that
is, consumer durable and non-durables) (1%, %%;) through the estimation of the production function specified in Equation
(9) using GMM. We utilize the orthogonality restrictions given by T (Y{ — Al(K])%i(H])%) = 0, where T is the IV
vector that uses two year lagged inputs (A{;l, Kf,l,Htj,l) as instruments and using heteroskedasticity-robust standard
errors and constrain the estimated elasticities to satisfy the restriction of non-increasing returns to scale. The production
elasticities are then calibrated along with the other production related parameters to match the sample means of output,
materials inputs, and capital stock.
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levels of risk aversion: v = 5, 7.5, 10. In each case, we also report the factor loadings (see (46)) to
facilitate intuition on the contributions to sectoral ERP.

We consider first the ERP for the consumer durables sector in Panel A. While the annual uncon-
ditional ERP with the estimated risk aversion of 5 is lower than that in the data, the model is able
to match the observed ERP with risk aversion between 7.5 and 10. Note that the model can match
the ERP in the data for reasonable risk aversion levels even when the IES is low. For the consumer
non-durables sector, the results in Panel B show that the model matches the sample mean of annual
ERP in this sector, 10.05%, with risk aversion between 7.5 and 10.

In the Introduction, we have provided intuition for the signs of the loadings on aggregate risk factors
(B2, 2, 87.), as well as the loadings on the sectoral risk factors (82, 82,.,8% 8% .84 . B35 ). Using
census data on U.S. manufacturing plants (1974-2011), Ederhof, Nagar and Rajan (2021) find that
materials costs are the largest component of firms’ non-investment costs. Furthermore, investment is
more sluggish than materials input demand (consistent with our data) and the covariance between
investment goods prices and aggregate factors is lower than that of materials goods prices (Table 1).
These facts may help explain the substantially larger size of the loadings on materials input price risk
compared with investment goods price risk.

To provide a benchmark for the industry ERP in Table 2, we analyze the ERP for the aggregate
asset that pays the equilibrium consumption basket C; = %t at every t (see Section B.2.4 of the Online
appendix). We find an ERP of 0.57% for a risk aversion of 10 and IES of 0.2 (as in Table 2), in
contrast to the (annual) sample mean ERP of 7.33%. The factor loadings for the aggregate asset (when
v = 10,7 = 5.3) are 3, = 9.99, 8, = 10.02, 8, = —20. Thus, the equity premium puzzle holds for
the asset that passively pays the equilibrium consumption basket because of (1) its substantially lower
sensitivity to aggregate risk factors compared to the industry loadings (in Table 2) that incorporate
endogenous production and investment responses by firms to these factors, (2) the negative loading on

the covariation of W; and P;,?’ and (3) the absence of industry-level risk factors.

20We note that 8, > 0 for the aggregate asset, in contrast to the negative industry loadings for price index shocks at
the sectoral level in Table 2. The reason is that higher P, ceteris paribus raises marginal utility, but also reduces the
payoff (W;/P;) from the aggregate asset. Hence, the covariance of asset payoffs and the SDF is negative, and consequently
the loading on aggregate price index volatility is positive. In contrast, as noted above, equity payoffs in the industry
equilibrium are positively correlated with the price index. Meanwhile, 8, < 0 for the aggregate asset because positive
shocks to Wi and P, have opposing effects on equity payoffs (by construction), as opposed to the positive relation of
payoffs with both aggregate income and price index in the industry equilibrium.
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Now it is apparent from the expressions for the factor loadings (see Section 3.1 and the Online ap-
pendix) that the effects of risk aversion and IES on the ERP are affected by the (sectoral) intratemporal
ES (o). Indeed, the impact of ES—the focus of a long-standing literature in applied economics—on the
ERP is of independent interest. In a similar vein, the effects of risk aversion or IES on the ERP are
impacted by the production technology parameters.

To further understand the effects on the ERP by the interaction of the “deep” parameters of the
model, Figure 1 displays surface plots of the effects on ERP of bivariate variations in (i) v and o, (ii) 7
and (the production elasticity for capital) 1, and (iii) 7 and ¢.?! The top panel in Figure 1 confirms
that, for a fixed o (ES), ERP is positively related to risk aversion. But the ERP is negatively related
to the ES. There are clear interaction effects of risk aversion and ES on the ERP; in particular, the
positive effects of risk aversion on ERP are greater at lower values ES. Hence, the ERP can be quite
large for v around 10 and ¢ around 1.5; and conversely the ERP can be relatively small for risk aversion
of 10 for ES of 3.

In the CES setting (see (4)), the sectoral ES measures the demand price elasticity of the industry
good; hence, the graphical analysis in Figure 1 suggests a negative relation of ERP and price elasticity.
Conceptually and empirically, goods with low product differentiation, such as commodities and basic
consumption goods, have greater demand price elasticity compared with highly differentiated goods,
such as luxury goods (Berry, Levinsohn and Pakes 1995, Broda and Weinstein 2006). Thus, the graphical
analysis of Figure 1 implies a negative relation of ERP and the sectoral ES or price elasticity, which
appears consistent with the analysis of Ait-Sahalia et al. (2004), mentioned above.

Meanwhile, high capital productivity (¢ ) ceteris paribus makes investment more procyclical, which
ceteris paribus raises the ERP. Hence, as seen in the middle panel of Figure 1, ERP is positively related
to g for a fixed v, and ERP is large for high ¢ ;- and . Finally, the bottom panel of Figure 1 shows
a non-monotone relationship between ERP and IES (n~!), for a fixed o. But the ERP is large for
reasonable values of ES and low values of the IES, which is consistent with our estimation results below
(Section 4). Overall, Figure 1 shows that sectoral ERP can be large for ranges of reasonable consumer

preferences and production technology parameters.

2I'We plot these figures for intervals around our structural estimates (presented in Section 4) of v = 5,7 = 5.3,0 = 2.
And we plot only positive values of ERP.
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Finally (as we mentioned above), for simplicity we do not incorporate non-dividend income for the
CI in the model. An exogenous stochastic non-dividend income component will not significantly affect
the results since the analytic approximations above are based on a general first order log-autoregressive
process for consumer wealth and we calibrate the model with per capita income in the data. Allowing
endogenous labor income with leisure as a component of consumer preferences and labor as a factor of

production will not significantly affect the endogenous risk factors, but will affect the factor loadings.

4 Structural Estimation of the Model

In this section, we undertake estimation of three salient parameters governing preferences, namely
(7,7, 0) through GMM using returns and production data from consumer goods sectors in the NBER-
CES manufacturing database (our data sources have been described in Section 3.2). We focus on these
parameters for estimation parsimony, which enhances (estimation) efficiency.?? Furthermore, the joint
estimation of risk aversion, IES and ES is novel and of intrinsic interest to both finance and economics
literatures. Because (v,7,0) apply to all sectors, we combine the consumer durables and consumer
non-durables industries considered in Section 3 and take their mean values for the production side of
estimation; and we use value-weighted portfolio returns for the sectoral equity returns. Consistent with
Section 3.2, we set a = 0.97 and ¢’ = 0.35. Moreover, the production elasticities are re-estimated for the
combined consumer goods manufacturing subsector and set as Wﬁ = 0.75 and v,/JJII( = 0.25 (to maintain

the restriction of CRS, as in the previous Section).

4.1 Basic Moment Conditions

Our general equilibrium model provides two “real side” moment conditions from the Euler conditions
(19)-(EulerIC), as well as conditions from the asset market equilibrium (see (8) or (22)). These condi-

tions form the basis of our estimation and are specified below:

0=E |/ (W)"7 ()% (Y{)= (ﬁ) — f], (47)

t

221n particular, when estimating the discount factor «, we do not obtain consistent or economically appealing estimates,
even when estimating (v, 7, «) with fixed ES. With some specifications, estimates of o exceed 1, similar to the literature
(Hansen and Singleton 1983, Epstein and Zin 1991); or, we obtain significantly negative values of the IES, which implies
that consumption increases with interest rates.
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0 = _Z;(Ig> Kg) + By [Mt,tJrl {FZHFK(KgH’ Hg-s—lv A{-H)_
Loy Kl) + (1= 0)Z Iy Kfi) } (48)

0 = E [Mt,t+1Rt+1]y (49)

where Rt+1 is a vector of excess returns. In particular, we use the aggregate or market ERP, RtE =
R} — R{ , the consumer goods manufacturing (CGM) sector ERP, Ri = R‘g - R{ , and the excess market
returns relative to CGM sector returns th 7 = RF — R{. In addition, and similar to Epstein and Zin
(1991), we use the real aggregate return Ry as a proxy for Rc, that is, the gross return on the asset that
pays aggregate consumption as its dividend.?? In the usual way, we generate overidentifying restrictions

through the use of instrumental variables (IVs), which we describe next.

4.2 IVs and Time Series Characteristics

Because lagged endogenous variables are natural IVs, the sample own and cross-autocorrelations of
endogenous variables in the moment conditions of our model are of particular interest. Panel A of
Table 3 presents these correlations for the asset market conditions for one and two year lags. Consistent
with the literature, there is relatively low cross-autocorrelations (for annualized observations) in per
capita consumption growth G¢ and aggregate ERP (th ) in our sample. Not surprisingly, there is high
contemporaneous correlation (0.75) between CGM sector ERP (R!) and aggregate returns. But we also
find that the own and cross-autocorrelation of R{ are essentially commensurate with those observed for
aggregate returns. For example, the correlation between current and one-period lagged aggregate return
is —0.08, while the corresponding correlation is about —0.06 for the industry returns. Furthermore, the
cross-autocorrelation between lagged industry returns and current consumption growth is not signifi-
cantly different than the corresponding correlations between market returns and consumption growth.
In sum, utilizing industry returns in IV estimation would add information but not necessarily resolve
the weak IV problem in structural estimation of asset pricing models.

In contrast to Panel A of Table 3, Panel B shows very high own and cross-autocorrelations in the

industry-level industry investment (/;) and materials input (H;) in the CGM sector. The high serial

c —no
Hence, in our empirical tests, M¢ 41 = P; P .
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correlation in capital investment is also noted elsewhere in the literature (e.g., Eberly, Rebelo and
Vincent 2012). Thus, as we mentioned already, there is a potential here that industry investment and

material inputs can be utilized as strong IVs in empirical estimation, to which we now turn.

4.3 Estimation with Equity Returns

To set up useful benchmarks, we first follow the standard approach and estimate (7y,7n) by using the
equilibrium asset return equation (49) and setting up moment conditions in terms of the aggregate
equity risk premium, that is, [E; [th {Mt7t+1}?{§+1}] = 0. Here, I‘tE is a vector of IVs that—in the
usual fashion—use only market and risk free returns, with aggregate consumption data. Similar to the
literature, we use lagged values of the aggregate risk premium as well as lagged consumption growth as

IVs. In addition to the lagged covariates, we use an IV that is a nonlinear function of (R |,G¢ ;) to

allow for nonlinear effects:
[ = (REL G RE) x G (R (GEL)?) (50)

The first two rows of Table 4 display the estimation results, as well as tests of over-identifying
restrictions through the chi-square statistic xy?>(DF). Based on the SDF for Epstein and Zin (1989)
preferences, we estimate 6 and 7} and deduce the implied 4, which is displayed in parentheses next to
0. For various combinations of lagged covariates (th_é’ Gtc_ 0): £ =1,2,3,4, we either find insignificant
estimates or significant estimates with implausibly large values of risk aversion and very low values
of TES. We show estimation using a linear IV with lags up to two years and the nonlinear IV. More-
over, the p-values of the J-statistics imply rejection of the overidentifying restrictions. The fragility
of the estimates, with respect to both the coefficient values and significance, is indicative of the weak
identification noted in the literature (Epstein and Zin 1991, Stock and Wright 2000).24

Because we have sectoral—that is, consumer manufactured goods—equity returns, we can undertake
estimation using moment conditions in Equation (49) for industry returns, that is, utilize orthogonality

conditions of the form E; [Fi {Mt7t+1f{{ HH = 0. For this estimation, we also construct a nonlinear IV

24 Ait-Sahalia et al (2004) report that using basic non-durables and service consumption series annual data from NIPA
yields very high estimates of risk aversion, which is consistent with our estimates in Table 4. However, when using luxury
sales data alone, Ait-Sahalia et al. (2004) find estimates of risk aversion in the 4-10 range.
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along the lines of (50). The results are displayed in the third and fourth rows of Table 4. With lagged
sectoral ERP and lagged consumption growth as IVs, we get significant estimates, but the estimates
of risk aversion remain implausibly high. And using the non-linear sector-based IV yields insignificant
estimates. Finally, we can combine aggregate and industry returns by defining RtE J;jl = Rt2+1 — R{ 41 and
use moment restrictions of the form [E; [th J {Mt,t+1RtE +11H = 0. For the IVs, here we employ one year
lagged market and sector returns. The results, which are barely significant for theta and insignificant
for the IES, also imply an implausibly high value of risk aversion.

In sum, estimating parameters of consumer preferences using only moment restrictions from the
asset market equilibrium condition—and utilizing both aggregate and consumer goods manufacturing
industry returns—is consistent with the equity premium puzzle. That is, explaining the ERP in the data
through only variations in aggregate consumption (or, equivalently, variations in aggregate income and
the perfect price index) requires implausibly large values of risk aversion. Furthermore, the estimates

are indicative of identification fragility due to weak IVs, as has been highlighted in the literature.

4.4 Estimation Using General Equilibrium Restrictions

We now use orthogonality conditions from the equilibrium path in both product and asset markets—
namely, Equations (47)-(49)—to estimate the vector of unknown parameters (v,7,0). As we mentioned
before, there are well known pitfalls in adding moment conditions with fixed sample size, especially if
they include weak moment conditions since increased estimation efficiency comes at the cost of increasing
estimator bias (Han and Phillips 2006, Newey and Windmeijer 2009). Furthermore, a large number of
moment conditions raises the likelihood of mis-specification bias through utilization of possible invalid
restrictions (Andrews 1999). Consequently, our test design for GE estimation uses the two product
market moment conditions and two of the excess return restrictions discussed above— that is, aggregate
or industry ERP or the excess aggregate return over the industry return. However, for robustness we
also undertake estimation with all five moment conditions: two from the product market side and three
types of excess return restrictions from the asset market side.

Because of the increased number of moment restrictions, we construct the IVs parsimoniously.
Hence, we use only lagged returns for the asset market condition, and lagged control variables—H;_

and [,_,—for the corresponding optimality conditions ((47) and (48), respectively). Collectively, we
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denote these IVs as Iy, N = 1,2, 3,4, and will specify these when discussing the results.

The results are displayed in Table 5. The first row is based on four moment conditions that include
the aggregate and industry ERP restrictions, along with product market restrictions (47) and (48). The
VI =RE, R, 0=1,2,3H, ¢, I; 4,{ =1,2,3. The IV Il differs from II; by setting H; 4, ¢ = 1,
to examine the implications of asymmetry between short run utilization of material inputs versus the
long run effects of investment on capital stock. The IV IlI3 differs from IlIy by using only two year
lags for the market risk premium, that is, ]N%tz_g, ¢ = 1,2. The specification associated II4 substitutes

the moment restriction E; [FJ_ {Mt,tH(RtE - R{)H = 0 for the restriction E; [FZ {Mt,tHRtEH =0
and uses th_l, R{_l, Ii 9,0 =1,2,3, and H;_4,¢ = 1 as IVs. Finally, the specification II5 uses all five
moment restrictions with the (equity return) IVs R |, R/ |, R” | and R/_, and industry IVs in TI,.

In striking contrast to the previous estimation results (Table 4), the point estimates of the unknown
parameter vector (v,7,0) in each specification are statistically significant, with plausible values, and
quite robust to changes in IVs and moment restrictions. The estimates of risk aversion (rounded to the
nearest whole number) in all specifications are centered around 5, which is well within the range of risk
aversion values (2-10) considered plausible (or reasonable) by the literature (Mehra and Prescott 1985,
Bansal and Yaron 2004). Comparing the statistically significant risk aversion estimates in Table 4 with
those in Table 5, it is clear that industry-level product and asset market moment conditions drastically
reduce the risk aversion required to explain aggregate returns and consumption data. This is consistent
with the ERP constructed in (44) based on aggregate and industry-based risk factors. We note that
numerical calculations in Table 2, calibrated with the parameter values (up to rounding) in the first
two rows of Table 5, generate an ERP lower than the average industry ERP in the data. This could be
due to linear analytic approximations around a fictitious deterministic steady state, whereas the GMM
estimation in Table 5 allows nonlinear interactions of the underlying risk factors.

Next, the IES estimates in Table 5 cluster around 0.2, and the empirical tests reject the null of zero
IES at p-values significantly below 0.01. As we mentioned earlier, there is no consensus in the literature
on the value of IES. With additive utility and using aggregate data, Hall (1988) finds low point estimates
of IES that are not significantly different from zero, and sets an upper bound of 0.1. Similarly, Campbell
(1999) uses aggregate data and finds low estimates of the IES. More recently, using a novel source of

quasi-experimental variation in interest rates (to address the challenge of finding exogenous variations
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in interest rates) and exploiting “notched” mortgage loan schedules in the UK that imply discrete
jumps in mortgage rates at critical loan thresholds, Best et al. (2020) use individual home refinancing
data to estimate IES around 0.1. More generally, a large number of studies using micro data report
IES estimates below 0.4 (Havrdanek 2015, Havranek et al. 2015). However, the literature also reports
estimates exceeding 1 (Vissing-Jorgensen 2002, Gruber 2013).

Note also that the estimates of § are reliably positive and strictly less than 1. This implies a negative
relation of aggregate returns and the SDF, that is, declines in market returns generate increases in the
SDF and hence the risk premium, which is empirically appealing. Indeed, this property is present in
empirical parameterizations of Epstein-Zin preferences commonly used in the literature (e.g., Bansal
and Yaron 2004, Croce 2014), where the IES exceeds 1 (that is, % > 1) so that 6 is negative (since risk
aversion is generally taken to be higher than 1). However, the estimates in Table 5 imply a preference
for late resolution of uncertainty because 4(1/7) < 1, which is consistent with other production and
investment based asset pricing studies in the literature (e.g., Papanikolau 2011).2

Turning to the parameters relating to the CES product variety preferences, the estimates of the
elasticity of substitution (o) for the manufactured consumer goods sector cluster around 2. These
estimates significantly exceed 1, which is the requirement of the theoretical model. The estimation of
the CES in Dixit and Stiglitz (1977) preferences at the industry level is of long-standing interest in the
applied economics literature. Broda and Weinstein (2006) use import data on product varieties from
1972-1988 and 1990-2001 and report median ES estimates for differentiated goods (at the four-digit
Standard International Trade Classification (SITC) level) of 2.1 for 1990-2001 (and 2.5 for 19972-1988).
Hottman and Monarch (2018) use import data from 1998 to 2014 and report the median ES for tradable
consumer goods (at the four digit NAICS level) of 2.75. Thus, our estimates appear reasonably consistent
with estimates of sectoral ES in the literature.

In sum, the results in Table 5 support the view that using the general equilibrium system of moment
conditions and IVs—with both industry production and asset returns and market returns—Ilead to

strong identification of the parameters related to consumer preferences in a general equilibrium model.

25Evidence supporting the assumption of preference for early resolution of uncertainty is mixed. While some studies
show that parameterization consistent with preference for early resolution can help match aggregate asset pricing moments
(e.g., Bansal and Yaron 2004), cross-sectional studies that examine the relation of risk-premia to investment maturities
present confounding evidence: Binsbergen et al. (2012) find that claims to long-maturity dividends carry lower risk premia;
and Giglio et al. (2015) and Weber (2018) find negative relation of risk premia and duration of risky cash flows.
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This view is based on the uniform statistical significance of the point estimates for the entire parameter

vector in Table 5, their low dispersion (compared with Table 4 for (v,7)), and economic appeal.

5 Euler Conditions, IVs and Estimation Efficiency

The general equilibrium estimation in Table 5 differs from the estimation using only asset returns (Table
4) in two ways: we add industry-based moment conditions and IVs, but also increase the number of
estimated parameters from two (vy,n) to three (v,n,0). It is useful to disentangle the effects of these
two changes in enhancing the identification in Table 5 (relative to Table 4). To this end, we undertake
estimation by using the moment conditions and IVs in II;, but fixing the value of o = 2.03, consistent
with the estimate in Table 5. As seen in the first row of Table 6, we find reliable estimates of (vy,7)
essentially identical to that in Table 5 (for II;). We conclude that the use of industry moment conditions
and IVs, rather than the higher number of estimated parameters per se, appears to improve identification
of risk aversion and IES.

Turning to the role of the moment conditions derived from the industry equilibrium, the improved
identification or estimation efficiency in Table 5 could arise from the use of one or both of the Euler
conditions. Hence, it is useful to examine the relative roles of the intertemporal Euler condition for
investment and the intratemporal materials input Euler condition.

We first exclude one of the product market equilibrium restrictions. We then use only the product
market restrictions. To facilitate comparison with Table 5, we maintain the I'Vs for moment conditions
on returns given in II;. (We label the specifications with “bars” to reflect constrained estimation.) We
first use only the investment Euler condition along with the asset returns moment conditions and IVs
in II;. We are unable to reliably estimate all three parameters (v, 7,0). However, using o = 2.03 and
estimating only (v,7) generates estimates similar to Table 5, as seen in the second row of Table 6.
Comparing these estimates with Table 4, we conclude that adding the intertemporal investment Euler
equation significantly enhances identification of risk aversion and TES conditional on knowledge of o.
The third row presents estimation results when we include the material optimality condition but exclude
the investment Euler condition. In this case, we obtain a reliable estimate of ES, which is consistent with

the estimation in Table 5. However, the risk aversion and IES estimates are highly distorted relative
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to the estimates in Table 5—the former being too high and the latter being too low; and there is also
a significant decline in estimation precision of . Hence, we conclude that estimation efficiency and/or
the economic appeal of estimates appear to significantly deteriorate if either of the two product market
conditions are excluded.

The fourth row of Table 6 shows estimates from utilizing only the production and investment equi-
librium conditions. The estimates are significant and close to the estimates in Table 5. However, the
risk aversion estimate is lower than the robust estimate in Table 5. We conclude that using the gen-
eral equilibrium moment restrictions from product and asset markets (as in Table 5) together improve
identification and estimation efficiency.

In sum, utilizing both the intertemporal and intratemporal industry production Euler conditions as
well as the strong industry-based IVs are required for enhancing the precision and economic appeal of
consumer preferences related parameters. However, adding lagged industry and market returns as IVs

improves estimation efficiency.

6 Conclusion

We develop an infinite-horizon multi-sectoral production-based general equilibrium asset pricing model
with competitive industries, where the representative consumer is endowed with recursive, CES pref-
erences on baskets of goods and firms choose material inputs and capital investment. We analyze the
determinants of industry-specific equity risk premium (ERP) for consumer goods manufacturing sec-
tors, and utilize equilibrium restrictions on product and asset markets to estimate salient parameters
of consumer preferences, namely, risk aversion, and intertemporal and intratemporal elasticities of sub-
stitution (IES and ES, respectively). Our empirical tests utilize U.S. stock and risk free returns at the
market level as well as equity returns and production data for the U.S. manufacturing industry.
Quantitative analysis of the model using log-linear expansions around the model’s steady state
generates a linear intertemporal multifactor model for industry-level ERP, where the risk factors are
endogenously determined by the variance-covariance matrix of shocks to aggregate income and price
index, as well as industry-specific productivity and input price shocks. Numerical analysis with judicious

calibration shows that the model generates sizeable ERP with reasonable levels of risk aversion and low
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levels of TES. In particular, the model matches the observed ERP in the consumer durables sector with
risk aversion below 10.

Industry production and investment data are characterized by high levels of own and cross auto-
correlation, which makes them potentially strong IVs. GMM estimation indeed shows that using the
industry Euler conditions and IVs facilitates identification. The point estimates of the representative
consumer’s risk aversion, IES and ES are uniformly statistically significant; have relatively low disper-
sion across different IVs; and are economically appealing, based on the literature. Tests of subsets of
moment conditions of the model indicate that Euler conditions from the industry production equilibrium
and industry IVs are critical for identification, but instruments based on market and industry returns
also enhance identification.

The framework developed in this paper can be extended in several directions in future research. We
have focused on the asset pricing implications and estimation of consumer goods sectors. A natural
extension of our study is to examine asset pricing in intermediate goods industries. Furthermore, for
analytic tractability, we have not considered endogenous labor income in this study; a more realistic
model with endogenous labor input in production, with attendant labor income for consumers, would be
a natural extension in future research. The production environment can also be enhanced by allowing
innovation (or growth) in industry productivity and allowing entry and exit.
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Table 2. Sectoral Equity Risk Premium

E[ijrf] 530 Bzr {mr Zzw Zm ch gmr Béur ]z'/r
A: Consumer Durables

Data 6.71
Model (y =5, est.) 3.79 85.65 -68.39  19.63 26.10 -20.88 -33.30 26.64 -0.08 0.06
Model (y =7.5) 5.53 127.02 -109.90  20.59 38.70 -33.55 -49.38 42.81 -0.11 0.10
Model (y =10) 7.28 168.39 -151.29 21.69 51.31 -46.19 -6547 5893 -0.15 0.14

B: Consumer Non-Durables

Data 10.05
Model (y =5, est.) 5.89 135.30  -108.11  31.10 41.73 -33.38 -55.38  44.30 -0.09 0.07
Model (y =7.5) 8.60 200.65 -173.73 32.67 61.88 -53.64 -82.13 71.20 -0.13 0.11
Model (y =10 ) 11.32 266.00 -239.162 34.45 82.03 -73.84 -108.88 98.01 -0.17 0.16

Notes to Table: This Table presents the unconditional equity risk premium (ERP) and factor loadings based
on the model presented in Section 3 for consumer durables and consumer non-durables sectors and using the
calibration of parameters in Table 1. The results are shown for risk aversion levels of v = 5 (the estimated value
from the model), 7.5, and 10. The sample period is 1958-2016 (annual) and data sources are described in text.
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Table 3. Matrix of Autocorrelation Coefficients

Variables GY G¢, G¢ R’ R, R, R} R, R,
G¢ 1.000
GY | 0.910  1.000
GY, 0.780  0.905  1.000
R 0.104 -0.072 -0.025 1.000
R> | 0.115 0.121 -0.062 -0.078 1.000
R>, -0.084 0.100 0.108 -0.228 -0.077 1.000
Rl 0.185 -0.152 0.030 0.751 -0.216 -0.415 1.000
Rl 0.217 0217 0.011 -0.135 0.755 -0.208 -0.057 1.000
R, -0.002 0.194 0.191 -0.205 -0.134 0.756 -0.338 -0.034 1.000
B: Industry Production Variables
Variables It It,1 It,Q Ht Ht,1 Ht,Q
I; 1.000
Iy 0.971 1.000
I o 0.934 0.972 1.000
H; 0.972 0.955 0.941 1.000
Hy 4 0.964 0.973 0.984 0.990 1.000
H; o 0.943 0.966 0.973 0.979 0.990 1.000

Notes to Table: This table uses annual data from 1958 to 2016. Panel A presents own and cross-autocorrelations

of yearly growth rates of U.S. per capita consumption growth GtC , annualized aggregate (market) ERP th =
RtE — R,{ , where RtE is the value-weighted CRSP return and R{ is the annual risk free rate, and annualized ERP
Rg from value-weighted index monthly returns of all firms in all manufacturing industries in the NBER-CES

database. Panel B presents own and cross-autocorrelations of mean annual industry investment (I), materials

input (H), and average productivity (A) using the NBER-CES manufacturing database with the sample period

1958-2016.
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Table 4. Estimation using Asset Market Data

v 0(%) SE(6) @t SE(7) J  DF p-Value
>, -0.011 (41) 1.260 0.27e-03 4.232e+04 0.624 3  0.891
r> 2302 (169)™* 0471 0.013"*  27.652 1414 3  0.702
IV, 2377 (126)** 0.446 0.019** 9799  1.607 3  0.658
17, -0.800 (47)  0.851  -0.02 66.239  1.933 4  0.748

> 1.995 (56)*  1.204  0.02 59.2690 0.010 1  0.605

Notes to Table: This table presents the point estimates, standard errors, and J statistics from two step GMM
estimation (with heteroskedasticity- and autocorrelation-consistent inference) of risk aversion (%) and the in-
tertemporal elasticity of substitution of consumption (17_1) from moment restrictions derived from the asset
market equilibrium condition, using data on aggregate (th ) and manufacturing industry (Ri) equity risk pre-
mium. The sample period is 1958-2016 (annual) and the data are described in the text. The p-value of J statistics
are calculated with Chi-square distribution with degrees of freedom DF. Statistical significance at 10%, 5%, and

1% levels are denoted by *,** | and ***, respectively.
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Table 5. Estimation of the General Equilibrium Model

IV 0(%) SEW#) #7' SE(®®) & SE(6) x* DF p-Value
I, 0.879 (5)** 0.150 0.19"** 0.626 2.03** 0.022 8155 13  0.833
I, 0.865 (5)** 0.185 0.19"** 0.992 2.02*** 0.023 6.049 11  0.870
I3 0.864 (6)* 0.188 0.19"** 1.1540 2.02** 0.023 6.048 10  0.811
(5)
(5)

5)*** 0.190 0.19** 1.059 2.02*** 0.030 5979 10  0.817

IIs 0.871 (5)** 0.182 0.19"* 0.922 2.02** 0.021 6.074 12 0.912

Notes to Table: This table presents the point estimates, standard errors, and .J statistics from two step GMM
estimation (with heteroskedasticity- and autocorrelation-consistent inference) of risk aversion (), the intertem-
poral elasticity of substitution of consumption (f]_l), and the intratemporal elasticity of substitution (&) from
data on U.S. consumer goods manufacturing industries. The sample period is 1958-2016 (annual) and data sources
are described in text. The moment restrictions are derived from the Euler conditions for capital investment and
materials input, as well as the asset markets considered in Table 4. The other parameters used in the moment
conditions are set as & = 0.97, ¢/ = 0.35, w‘}l = 0.75 and 9 = 0.25. The sample period is 1958-2016 (annual)
and data sources are described in text. The p-value of J statistics are calculated with Chi-square distribution
with degrees of freedom DF. Statistical significance at 10%, 5%, and 1% levels are denoted by *,** | and ***,
respectively.
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Figure 1: Consumer Durables Manufacturing Industry Risk Premium and Various
Parameters

Varving v and &
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Varving n and o
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ERP (%)
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Notes to Figure: This figure graphically displays, through three-dimensional plots, the relation of equilibrium
equity risk premium for the consumer durables manufacturing industry, with various combinations of consumer
preference parameters: risk aversion (y), (inverse of) intertemporal elasticity of substitution (1)), intratemporal
elasticity of substitution (¢), and the production elasticity of capital (1) ). The sample period is 1958-2016

(annual) and data sources are described in text.
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