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1. Introduction

1.1 Setting the Stage

1.1.1 Benefits of Nonparametric Estimation. If economics is the dismal science, then econometrics is its ill-fated offspring. The limited number of strong implications derived from economic theory, the all but complete inability to perform controlled experiments, the paucity of durable empirical results, the errant predictions, the bottomless reservoir of difficult to measure but potentially relevant variables—these do not set a pleasant working environment for the empirical analyst in economics.

When one contrasts the overall quality of economic data and empirical inferences with the plethora of sophisticated econometric theory already available, it would appear difficult to justify learning (or teaching) techniques where the regression function depends on an infinite number of unknown parameters. (Nonparametric regression typically assumes little else about the shape of the regression function beyond some degree of smoothness.) Yet, we will argue that it is because such tools lead to more durable inferences that they will become an enduring—even indispensable—element of every economist’s tool kit, in much the same way that linear and nonlinear regression are today. After all, reliable empirical results are essential to the formulation of sound policy.

From the point of view of a pure data analyst, the added value of nonparametric techniques consists in their ability to deliver estimators and inference procedures that are less dependent on functional form assumptions. They are also useful for exploratory data analysis and as a supplement to parametric procedures. If one has reservations about a particular parametric form, specification tests against nonparametric alternatives can provide reassurance.

From the point of view of the economist/econometrician, such techniques possess additional appeal in that most implications of economic theory are nonparametric. Typically, theoretical arguments exclude or include variables, they imply monotonicity, concavity, or homogeneity of various sorts, or they embody more complex structure such as
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the implications of the maximization hypothesis. They almost never imply a specific functional form (the pure quantity theory of money equation being one exception). This paper will therefore focus some considerable attention on constrained nonparametric regression estimation and testing.

In some cases, the researcher may feel comfortable with a particular parametric form for one portion of the regression function, but less confident about the shape of another portion. Such varying prior beliefs call for combining parametric and nonparametric techniques to yield semiparametric regression models (these have been studied extensively). Inclusion of the nonparametric component may avoid inconsistent estimation which could result from incorrect parameterization.

1.1.2 An Appetizer for the Reluctant Palate. For those who have never considered using a nonparametric regression technique, we suggest the following elementary procedure, much of which can be implemented in any standard econometric package. Suppose you are given data \((y_t,z_t,x_t)\) on the model \(y_t = z_t \beta + f(x_t) + \varepsilon_t\) where for simplicity all variables are assumed to be scalars. The \(\varepsilon_t\) are i.i.d. with mean 0 and variance \(\sigma^2\) given \((z_t,x_t)\). The \(x_t\)’s are drawn from a distribution with support, say, the unit interval. Most important, the data are rearranged so that \(x_1 \leq \ldots \leq x_T\). All that is known about \(f\) is that its first derivative is bounded by a constant, say \(L\). Suppose that we first difference to obtain

\[
\begin{align*}
y_t - y_{t-1} &= (z_t - z_{t-1})\beta \\
&+ (f(x_t) - f(x_{t-1})) + \varepsilon_t - \varepsilon_{t-1}
\end{align*}
\]  

(1.1)

As sample size increases—packing the unit interval with \(x_t\)’s—the typical difference \(x_t - x_{t-1}\) shrinks at a rate of about \(1/T\) so that \(f(x_{t-1})\) tends to cancel \(f(x_t)\). (This is because the bound on the first derivative implies that \(|f(x_t) - f(x_{t-1})| \leq L|x_t - x_{t-1}|\).

As long as \(z\) is not perfectly correlated with \(x\), the ordinary least squares estimator of \(\beta\) using the differenced data, that is

\[
\hat{\beta}_{diff} = \frac{\sum(y_t - y_{t-1})(z_t - z_{t-1})}{\sum(z_t - z_{t-1})^2}
\]  

(1.2)

has the approximate sampling distribution

\[
\hat{\beta}_{diff} \sim N\left(\beta, \frac{1}{T} \frac{1.5\sigma^2}{\sigma^2}\right)
\]  

(1.3)

where \(\sigma^2\) is the conditional variance of \(z\) given \(x\).2

We have applied this estimator to data on the costs of distributing electricity (Figure 1). Factors which can influence distribution costs include customer density (greater distance between customers increases costs), the remaining life of physical plant (newer assets require less maintenance), and wage rates. These are among the “\(z\)” variables which appear parametrically in the model. However, the nature of scale economies is unclear—the effect on costs could be constant, declining to an asymptote or even \(U\)-shaped. Indeed, important regulatory decisions (such as merger policy) may involve determining the minimum efficient scale.

In the left panel, we estimate the cost function parametrically, incorporating a quadratic term for the scale variable “\(x\)” which we measure using the number of customers of each utility. In the right panel, we report the coefficient estimates of the \(z\) variables after applying the differencing estimator (1.2), suitably generalized to allow for vector \(z\). There is moderate change in coefficients.

2 Throughout the paper, the symbol \(\equiv\) will denote that a random variable has the indicated approximate distribution and the symbol \(\approx\) will indicate approximate equality.
Model: Restructuring, vertical unbundling, and deregulation of electricity industries have led to reexamination of scale economies in electricity distribution. The efficiency of small (usually municipal) distributors that exist in the U.S., Norway, New Zealand, Germany and Canada is at issue. The objective is to assess scale economies. The model is given by \( y = z \beta + f(x) + \varepsilon \) where \( y \) is variable costs of distribution per customer (Cost Per Cust). The vector \( z \) includes: customer density (rural distribution is more expensive) as measured by average distance between customers (Dist); load per customer (Load); local generation per customer (Gen); remaining life of assets (Life) – older plants require more maintenance; assets per customer (Assets); and a proxy for labour wage rates (Wage). The scale of operation, \( x \), is measured by the number of customers served (Cust). The scale effect may be nonlinear, (e.g., decreasing to an asymptote or U-shaped), hence the inclusion of a nonparametric component \( f(x) \).

Data: 285 municipal distributors in Ontario, Canada which vary in size from tiny ones serving 200 customers to the largest serving 218,000 (a ‘customer’ can be a household, or a commercial, industrial or governmental entity).

### Estimated Models

**PARAMETRIC: Quadratic scale effect**

\[
y = \alpha + \beta z + \gamma_1 x + \gamma_2 x^2 + \varepsilon
\]

**OLS**

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>15.987</td>
</tr>
<tr>
<td>( \text{Dist} )</td>
<td>3.719</td>
</tr>
<tr>
<td>( \text{Load} )</td>
<td>1.920</td>
</tr>
<tr>
<td>( \text{Gen} )</td>
<td>-0.051</td>
</tr>
<tr>
<td>( \text{Life} )</td>
<td>-5.663</td>
</tr>
<tr>
<td>( \text{Assets} )</td>
<td>0.037</td>
</tr>
<tr>
<td>( \text{Wage} )</td>
<td>.003</td>
</tr>
<tr>
<td>( \gamma_1 )</td>
<td>-0.00154</td>
</tr>
<tr>
<td>( \gamma_2 )</td>
<td>1.070</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>.45</td>
</tr>
</tbody>
</table>

**SEMIPARAMETRIC: Smooth scale effect**

\[
y = \beta + f(x) + \varepsilon
\]

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \text{Dist} )</td>
<td>2.568</td>
</tr>
<tr>
<td>( \Delta \text{Load} )</td>
<td>.437</td>
</tr>
<tr>
<td>( \Delta \text{Gen} )</td>
<td>.0005</td>
</tr>
<tr>
<td>( \Delta \text{Life} )</td>
<td>-4.470</td>
</tr>
<tr>
<td>( \Delta \text{Assets} )</td>
<td>.030</td>
</tr>
<tr>
<td>( \Delta \text{Wage} )</td>
<td>.003</td>
</tr>
</tbody>
</table>

### Estimated Impact of Scale on Dollar Costs Per Customer Per Year

1 Data reordered so that \( x_1 \leq \ldots \leq x_T \), then all variables differenced \( \Delta w_t = w_{t} - w_{t-1} \), followed by ordinary least squares. Standard errors multiplied by \( \sqrt{T} \), as per equation (1.3). Dependent variable is \( \Delta \text{Cost Per Cust} \).
Though the “differencing estimator” of \( \beta \) does not require estimation of \( f \), one can visually assess whether there is a potentially interesting relationship embodied in \( f \) by producing a scatter-plot of \( y_t - z_t \hat{\beta}_{\text{diff}} \) against \( x_t \) as we have done in Figure 1. In addition, we plot two curves—the quadratic estimate \( \hat{y}_t x + \hat{\gamma}_t x^2 \), (it does not look quadratic because \( x \) is scaled logarithmically) and a nonparametric estimate using the “kernel” technique, which we will later discuss in detail. The two estimates are strikingly similar, suggesting that the quadratic specification is adequate (we will later provide formal tests of this proposition). Note further that the standard errors of the differencing estimator are larger than the pure parametric ones, as one would expect from (1.3).

For the most efficient nonparametric estimator, the 1.5 factor in equation (1.3) is replaced by 1, thus the relative efficiency of this differencing estimator is 66.7 percent (=1/1.5). Later we will outline how asymptotic efficiency can be achieved by using higher order differences.

Our analysis of this partial linear model has been divided into two parts: first we analyzed the parametric portion of the model, all of which can be done in a standard econometric package; then we estimated the nonparametric portion of the model (estimators for which are widely available in statistical packages such as S-Plus). This modular approach will be a theme of the paper, since it permits one to use existing software and to adapt a variety of parametric or purely nonparametric procedures to this setting.

We make one final observation on the differencing idea which we exploit in this paper because of its simplicity. Nonparametric procedures estimate the value of the regression function at a given point by using neighboring observations. For the approach described here, the implicit estimate of \( f(x_t) \) is \( \hat{f}(x_{t-1}) \).

1.1.3 Objectives of the Paper. Why have nonparametric regression methods not yet infiltrated the applied literature to the degree one might expect, particularly since other nonparametric techniques are used without hesitation? After all, anyone using the central limit theorem to do inference on a mean from an unknown distribution has engaged in semiparametric inference. The same is true if the mean is a linear function of some explanatory variables, but the distribution of the residuals remains unknown. Even the histogram, which we teach in introductory courses, is a nonparametric estimator of the underlying density.

True, nonparametric regression has not thus far uncovered any particularly startling empirical phenomena that were hitherto inaccessible to parametric practitioners. But this does not explain the absence of greater use in exploratory data analysis, as a confirmatory tool, or as a supplement to the standard parametric fare. Several factors have influenced this relatively slow penetration rate at the same time that there has been an explosion of theoretical results in this area.

First, nonparametric regression techniques are theoretically more complex than the usual tool kit of linear and nonlinear parametric modelling methods.

Second, nonparametric regression techniques are computationally intensive and they require large (in some cases astronomically large) data sets, since relationships are “discovered” by examining nearby observations. (“Nearby” better not be too far away.)

3 Some may be surprised by the apparent absence of scale economies in electricity distribution (Figure 1). After all, the so-called “wires business” is a natural monopoly.
Third, a unified framework for constrained estimation and testing of economic models using nonparametric regression is still in the incipient stage. As a consequence, software which will handle such procedures in an automated fashion does not yet exist.

A central objective of this paper is to demonstrate that these barriers are indeed substantially lower than might first appear. We comment on each in turn.

First, we deal with the issue of theoretical sophistication. Nonparametric regression typically involves either local averaging or some form of least squares estimation. Both ideas are familiar from parametric modelling, and indeed a significant portion of the theory of nonparametric regression involves straightforward extension of results and techniques familiar to parametric practitioners. Unfortunately, nonparametric methods also have critical elements that are not present in the pure parametric setting. Most important among these are the “curse of dimensionality” and the need to select the value of a “smoothing parameter.” Taking as a premise that a technique is unlikely to be used (or worse, unlikely to be used correctly) without a rudimentary understanding and intuitive grasp of the basic theory, we set out, wherever possible, simple arguments supporting the theoretical propositions.

Second is the issue of computation. The precipitous drops in computing costs, data storage, and even data collection (the latter through the proliferation of automated data collection technologies) are effectively eliminating this as a barrier to the use of nonparametric regression techniques. We believe that the forthcoming industry standard (be it a local averaging estimator, a least squares estimator, or a hybrid) will be coupled with computer-intensive inference techniques, such as the bootstrap. However, for the interested applied economist, there is no need to wait for future software developments. Many of the procedures outlined in this paper can be implemented using off-the-shelf software, in particular S-Plus (see for example, William Venables and Brian Ripley 1994), and XploRe (see Wolfgang Härdle, Sigbert Klinke, and Berwin Turlach 1995).

Third is the issue of constrained estimation and hypothesis testing. In a parametric setting, constraints can be imposed on parameters relatively easily, and many hypotheses can then be tested (for example, by comparing restricted and unrestricted sums of squared residuals).

In a nonparametric setting, imposing constraints on the estimator is often more difficult. However, if a restricted estimator is obtained, one can examine the estimated residuals to see whether they constitute pure error or whether they are related to the explanatory variables. If it is the latter, then this suggests invalidity of the constraints. (Formal testing can proceed by performing a regression of the estimated residuals on all the explanatory variables.)

In summary, our overarching objective is to increase the accessibility of nonparametric techniques to economists. To pursue this main goal, our three subsidiary objectives are to provide implementation details for a few relatively simple nonparametric regression estimation and inference techniques, to summarize central theoretical results which we hope will make the techniques more intelligible, and to outline procedures for constrained estimation and hypothesis testing.

1.1.4 Charting the Terrain Ahead. The structure and content of the paper is thus driven by the objectives mentioned above. The remainder of the Introduction, entitled Background and
Overview, categorizes various kinds of regression models, from parametric at the simple extreme, through semiparametric models, to various kinds of nonparametric models which may incorporate additional structure (such as additive separability or monotonicity). The section then discusses the "curse of dimensionality" a phenomenon which has no counterpart in a parametric setting. Following this, two naive nonparametric regression estimators are introduced—the first based on local averaging, the second on least squares. The section closes with a glimpse of essential theoretical results. Upon completion of the Background and Overview, the reader should have an appreciation of the range of models under study, the two most basic estimation principles, the theoretical challenges, and a minimal set of theoretical results.

The second section of the paper details two nonparametric regression estimators—the kernel estimator which is based on the principle of local averaging; and nonparametric least squares, which is closely related to spline estimation. The section also summarizes their main statistical properties.

The third section focuses on The Partial Linear Model which we believe to be the most likely "entry level" model for economists. This section describes three distinct estimators. In addition to the partial linear model, the class of semiparametric specifications includes other important subclasses such as partial parametric and index models. Despite the prominence of index models in the econometric literature, we have not included them in this paper, essentially because of space limitations. A foothold into that literature may be established by reading Thomas Stoker (1991). See also James L. Powell (1994) and references therein.

The fourth section of the paper discusses constrained estimation and hypothesis testing.

In the fifth section of the paper, Extensions and Technical Details, we collect a variety of topics. The partial linear model is revisited yet again, this time to demonstrate that the parametric and nonparametric portions can be analyzed separately. Thus, a variety of purely nonparametric procedures can be grafted onto the nonparametric portion of the partial linear model. The role of various constraints implied by economic theory is discussed. The section also includes a note on available computer software, and directions for further reading.

Section 6 presents our conclusions.

We will from time to time make use of a number of mathematical ideas dealing with sequences of numbers and of random variables. We have summarized these in Appendix A. Throughout the paper, equations of particular significance or usefulness are indicated by equation numbers set in boldface type.

1.2 Background and Overview

1.2.1 Categorization of Models. Consider the model \( y = f(x) + \epsilon \) where \( \epsilon \) is i.i.d. with mean 0 and variance \( \sigma^2_\epsilon \) given \( x \). If \( f \) is known only to lie in a family of smooth functions \( \mathcal{F} \) then the model is nonparametric. If \( f \) satisfies some additional properties (such as monotonicity, concavity, homogeneity or symmetry) and hence lies in \( \mathcal{F}_1 \subseteq \mathcal{F} \), we will say that the model is constrained nonparametric. If we can partition \( x \) into two subsets \( x_a \) and \( x_b \), such that \( f \) is of the form \( f_a(x_a) + f_b(x_b) \), then it is called additively separable.

Next we turn to semiparametric models. In this paper we will focus on the partial linear model already introduced. (See Figure 2 for categorization of various kinds of regression models.)
1.2.2 The Curse of Dimensionality and the Need for Large Data Sets. In comparison to parametric estimation, nonparametric procedures can impose enormous data requirements. To gain an appreciation of the problem as well as remedies for it, we begin with a deterministic framework. Suppose the objective is to approximate a function $f$. If it is known to be linear in one variable, two observations are sufficient to determine the entire function; three are sufficient if $f$ is linear in two variables. If $f$ is of the form $g(x; \beta)$ where $g$ is known and $\beta$ is an unknown $k$-dimensional vector, then $k$ judiciously selected points...
are usually sufficient to solve for $\beta$. No further observations on the function are necessary.

Let us turn to the pure nonparametric case. Suppose $f$, defined on the unit interval, is known only to have a first derivative, bounded by $L$ (i.e., $\sup_{\rho[0,1]}|f'| \leq L$). If we sample $f$ at $T$ equidistant points and approximate $f$ at any point by the closest point at which we have an evaluation, then our approximation error cannot exceed $\frac{1}{2}L/T$. Increasing the density of points reduces approximation error at a rate $O(1/T)$.

Now suppose $f$ is a function on the unit square and that it has derivatives bounded in all directions by $L$. In order to approximate the function, we need to sample throughout its domain. If we distribute $T$ points uniformly on the unit square, each will “occupy” an area $1/T$ and the typical distance between points will be $1/T^{1/2}$ so that the approximation error is now $O(1/T^{1/2})$. Repeating this argument for functions of $k$ variables, the typical distance between points becomes $1/T^{1/k}$ and the approximation error is $O(1/T^{1/k})$. In general, this method of approximation yields error proportional to the distance to the nearest observation.

For $T = 100$, the approximation error is $10$ times larger in two dimensions than in one and $40$ times larger in five dimensions. Put another way, $100$ observations in one dimension would yield the same accuracy as $10,000$ observations would in two dimensions and $10$ billion would yield in five dimensions. One begins to see the virtues of parametric modelling.

We will consider three types of restrictions which substantially reduce approximation error: a partial linear structure, additive separability, and smoothness assumptions.

Suppose a regression function defined on the unit square has the partial linear form $2\beta + f(x)$ (the function $f$ is unknown except for a derivative bound). In this case, we need two evaluations along the $z$ axis to completely determine $\beta$ (see the “Semiparametric” surface in Figure 2). Furthermore, $T$ equidistant evaluations along the $x$ axis will ensure that $f$ can be approximated with error $O(1/T)$ so that the approximation error for the regression function as a whole is also $O(1/T)$, the same as if it were a nonparametric function of one variable.

Next, consider an additively separable function on the unit square: $f(a,b) = f_a(a) + f_b(b)$, where the functions $f_a$ and $f_b$ satisfy a derivative bound ($f_a(0) = 0$ is imposed as an identification condition). If we take $2T$ observations, $T$ along each axis, then $f_a$ and $f_b$ can be approximated with error $O(1/T)$, so approximation error for $f$ is also $O(1/T)$, once again the same as if $f$ were a nonparametric function of one variable.

The following proposition should now be plausible—for partially linear or additively separable models, the approximation error depends on the maximum dimension of the pure nonparametric components of the model.

Smoothness can also reduce approximation error. Suppose $f$ is twice differentiable on the unit interval with $f''$ bounded by $L$ and we evaluate $f$ at $T$ equidistant values of $x$. Consider approximation of $f$ at $x_t \in [x_{t-1}, x_{t+1}]$. Using a Taylor expansion we have

$$f(x_t) = f(x_t) + f'(x_t)(x_t - x) + \frac{1}{2}f''(x_t)(x_t - x)^2$$

for $x_t \in [x_{t-1}, x_{t+1}]$. (1.4)

If we approximate $f(x_t)$ using $f(x_t) + f'(x_t)(x_t - x)$ the error is $O(x_t - x)^2 = O(1/T^2)$. Of course we do not observe $f'(x_t)$. However, the bound on the second derivative implies that $f'(x_t) \leq |f(x_t) - f(x_{t+1}) - f(x_{t-1})|/|x_{t+1} - x_t| = O(1/T)$ so that
\[ f(x_o) = f(x_t) + \frac{[f(x_{t+1}) - f(x_t)]}{[x_{t+1} - x_t]} (x_0 - x_t) + O\left(\frac{1}{T^2}\right). \] (1.5)

This local linear approximation involves nothing more than joining the observed points with straight lines. If third order \((k^{th}\) order) derivatives are bounded, then local quadratic \((k-1\) order polynomial) approximations will reduce the error further.

In this section, we have used the elementary idea that if a function is smooth, its value at a given point can be approximated reasonably well by using evaluations of the function at neighboring points. This idea is fundamental to nonparametric estimation where of course \(f\) is combined with noise to yield the observed data. All of the results illustrated in this section have analogues in the nonparametric setting. Data requirements grow very rapidly as the dimension of the nonparametric component increases. The rate of convergence (that is, the rate at which we learn about the unknown regression function) can be improved using semiparametric structure (we illustrate the partial linear model but similar results hold for partial parametric or index models), additive separability, and smoothness assumptions. Finally, the curse of dimensionality underscores the paramount importance of procedures which validate models with faster rates of convergence. Among these are specification tests of a parametric null against a nonparametric alternative, and significance tests which may reduce the number of explanatory variables.

1.2.3 Local Averaging Estimators vs Optimization Estimators. Our first objective will be to estimate \(y = f(x) + \epsilon\) given data \((y_1,x_1), \ldots, (y_T,x_T)\). For the moment we will assume that \(x\) is a scalar.

Local averaging estimators are exten-

sions of conventional estimators of location to a nonparametric regression setting. If one divides the scatterplot into vertical bands, then one can compute local means (or medians) as approximations to the regression function. A more appealing alternative is to have the “band” or “window” move along the \(x\) axis, computing a moving average along the way. The wider the band (for the moment we set aside the issue of bandwidth selection), the smoother the estimate, as may be seen in Figure 3 where solid lines depict local averaging estimates. (If one were in a vessel, the “sea” represented by the solid line in the bottom panel would be the most placid.) Suppose then we define the estimator to be

\[ \hat{f}(x_o) = \frac{1}{T_o N(x_o)} \sum y_t = \] (1.6)

\[ f(x_o) + \frac{1}{T_o N(x_o)} \sum (f(x_t) - f(x_o)) + \frac{1}{T_o N(x_o)} \sum \epsilon_t, \]

where summations are taken over observations in the neighborhood \(N(x_o)\) around \(x_o\) determined by the bandwidth, and \(T_o\) is the number of elements in \(N(x_o)\). Conditional on the \(x\)’s, the bias of the estimator consists of the second term and the variance is determined by the third term. The mean squared error (that is, the bias squared plus the variance) is given by

\[ E[\hat{f}(x_o) - f(x_o)]^2 \]

\[ = \left( \frac{1}{T_o N(x_o)} \sum f(x_t) - f(x_o) \right)^2 + \frac{\sigma^2}{T_o}. \] (1.7)

Mean squared error can be minimized by increasing the bandwidth of the neighborhood \(N(x_o)\) until the increase in bias squared is offset by the reduction in variance. (The latter declines since \(T_o\) increases as the bandwidth widens.) This trade-off between bias and variance is illustrated in Figure 4 (which continues
Figure 3  Naive Local Averaging

Data Generating Mechanism $y_t = x_t \cos(4 \pi x_t) + \varepsilon_t$, $\varepsilon_t \sim N(0, 0.09)$, $x_t \in [0,1]$, $T=100$. Observations are averaged over bands of the indicated width.
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Figure 4 Bias–Variance Tradeoff

Bandwidth = .05

Bandwidth = .15

Bandwidth = .40

The example of Figure 3). In the first panel, local averaging is taking place using just 5 percent of the data at each point (since the bandwidth is .05 and 100 x’s are uniformly spaced on the interval [0,1]). The solid line is $E[\hat{f}(x)]$ and the estimator exhibits little bias—it coincides almost perfectly with the true regression function (the dashed line). The broken lines on either side correspond to two times the standard errors of the estimator at each point—$2(\text{Var}[\hat{f}(x)])^{1/2}$. In the second panel the bandwidth is substantially broader; we are now averaging

**DATA GENERATING MECHANISM** $y_t = x_t \cos(4\pi x_t) + \varepsilon_t \quad \varepsilon_t \sim N(0,0.09) \quad x_t \in [0,1], T=100$
about 15 percent of the data at each point. The standard error curves are tighter but some bias has been introduced. The $E[\hat{f}(x)]$ no longer coincides perfectly with the true regression curve. In the third panel, averaging is taking place over 40 percent of the data. The standard error curves are even tighter, but now there is substantial bias, particularly at the peaks and valleys of the true regression function. The expectation of the estimator $E[\hat{f}(x)]$ is fairly flat, while the true regression function undulates widely around it.

A more general formulation of local averaging estimators modifies (1.6) as follows:

$$\hat{f}(x_o) = \sum_{t=1}^{T} w_t(x_o)y_t.$$  \hfill (1.8)

The estimate of the regression function at $x_o$ is a weighted sum of the $y_t$ where the weights $w_t(x_o)$ depend on $x_o$. (A number of local averaging estimators can be put in this form including kernel, nearest neighbor and regressionogram.) Since one would expect that observations close to $x_o$ would have conditional means similar to $f(x_o)$, it is natural to assign higher weights to these observations and lower weights to those that are farther away. Local averaging estimators have the advantage that as long as the weights are known, or can be easily calculated, $\hat{f}$ is also easy to calculate. The disadvantage of such estimators is that it is often difficult to impose additional structure on the estimating function $\hat{f}$.

Optimization estimators, on the other hand, are more amenable to incorporating additional structure. As a prelude to our later discussion, consider the following naive estimator. Given data $(y_1,x_1) \ldots (y_T,x_T)$ on $y_t = f(x_t) + \epsilon_t$, where $x_t \in [0,1]$, suppose $|f'| \leq L$ and we solve

$$\min_{\hat{y}_1, \ldots, \hat{y}_T} \frac{1}{T} \sum_{t=1}^{T} (y_t - \hat{y}_t)^2$$

$$\left| \hat{y}_i - \hat{y}_t \right| \leq L \quad s,t = 1, \ldots, T.$$ \hfill (1.9)

Here $\hat{y}_i$ is the estimate of $f$ at $x_i$ and $\hat{f}$ is a piecewise linear function joining the $\hat{y}_i$ with slope not exceeding the derivative bound $L$. Under general conditions this estimator will be consistent. Furthermore, adding monotonicity or concavity constraints, at least at the points where we have data, is straightforward. As additional structure is imposed, the estimator becomes smoother and its fit to the true regression function improves (see Figure 5).

1.2.4 A Bird's-Eye View of Important Theoretical Results. The non/semiparametric literature contains a large number of theoretical results. Here we summarize, in crude form, the main categories of results that are of particular interest to the applied researcher.

Computability of Estimators. Our preliminary exposition of local averaging estimators suggests that their computation is generally straightforward. The naive optimization estimator considered above can also be calculated easily, even with additional constraints on the regression function. What is more surprising is that estimators which minimize the sum of squared residuals over (fairly general) infinite dimensional classes of smooth functions can be obtained by solving finite dimensional (often quadratic) optimization problems. (See Sections 2.1 and 2.2.)

Consistency. In nonparametric regression, smoothness conditions (in particular, bounds on derivatives), play a central role in assuring consistency of the estimator. They are also critical in determining the rate of convergence as
Figure 5  Naive Nonparametric Least Squares

DATA GENERATING MECHANISM: $y_t = x_t + \varepsilon_t \quad \varepsilon_t \sim N(0, 0.04) \quad x_t \in [0, 1]

SMOOTHNESS: $\min_{\hat{y}_t} \frac{1}{T} \sum_{t=1}^{T} (y_t - \hat{y}_t)^2 \quad \left| \frac{\hat{y}_t - \hat{y}_s}{x_t - x_s} \right| \leq 3 \quad s, t = 1, \ldots, 25$

---

Smoothing, monotonicity, and concavity: additional constraints $\hat{y}_t \leq \hat{y}_s$ for all $x_s \leq x_t$.

---

The simulations were performed using GAMS — General Algebraic Modelling System (A. Brooke, D. Kendrick, and A. Meerhaus 1992).
well as certain distributional results. With sufficient smoothness, derivatives of the regression function can be estimated consistently, sometimes by differentiating the estimator of the function itself. (See Sections 2.1 and 2.2.)

Rate of Convergence. How quickly does one “discover” the true regression function? In a parametric setting, the rate at which the variance of estimators goes to zero is typically $1/T$. It does not depend on the number of explanatory variables. For nonparametric estimators, convergence slows dramatically as the number of explanatory variables increases (recall our earlier discussion of the curse of dimensionality), but this is ameliorated somewhat if the function is differentiable. The optimal rate at which a nonparametric estimator can converge to the true regression function is given by (see Charles J. Stone 1980, 1982)

$$\int [f(x) - f(x)]^2 \, dx = O_p \left( \frac{1}{T^{2m/(2m+d)}} \right), \quad (1.10)$$

where $m$ equals the degree of differentiability of $f$ and $d$ is the dimension of $x$. For a twice differentiable function of one variable, (1.10) implies an optimal rate of convergence of $O_p(T^{-2})$ (a case which will recur repeatedly); for a function of two variables it is $O_p(T^{-4})$.

Local averaging and nonparametric least squares estimators can be constructed which achieve the optimal rate of convergence (see Sections 2.1 and 2.2.). Rate of convergence also plays an important role in certain test procedures.

If the model is additively separable or partially linear, then the rate of convergence of the optimal estimator depends on the nonparametric component of the model with the highest dimension (Stone 1985, 1986). For example, for the additively separable model $y = f_0(x_a) + f_b(x_b) + \varepsilon$ where $x_a, x_b$ are scalars, the convergence rate is the same as if the regression function were a nonparametric function of one variable. The same is true for the partial linear model $y = z\beta + f(x) + \varepsilon$ where $x$ and $z$ are scalars. Estimators of $\beta$ can be constructed for which the variance shrinks at the parametric rate $1/T$ and which are asymptotically normal. We have already seen a simple differencing estimator with this property (see Sections 3 and 4.3 for further discussion).

For the hybrid regression function $f(z, x_a, x_b, x_c) = z\beta + f_a(x_a) + f_b(x_b) + f_c(x_c)$ where $x_a, x_b, x_c$ are of dimension $d_a, d_b, d_c$, respectively, the optimal rate of convergence for the regression as a whole is the same as for a nonparametric regression model with number of variables equal to $\max\{d_a, d_b, d_c\}$.

Constraints such as monotonicity or concavity do not enhance the (large sample) rate of convergence if enough smoothness is imposed on the model (see Section 4.4). They can improve performance of the estimator if strong smoothness assumptions are not made or if the dataset is of moderate size (recall Figure 5).

Bias-Variance Trade-Off. By increasing the number of observations over which averaging is taking place, one can reduce the variance of a local averaging estimator. But as progressively less similar observations are introduced, the
estimator generally becomes more biased. The objective is to minimize the mean squared error (variance plus bias squared). For nonparametric estimators which achieve optimal rates of convergence, the square of the bias and the variance converge to zero at the same rate (see Section 2.1 below). (In parametric settings the former converges to zero much more quickly than the latter.) Unfortunately, this property complicates the construction of confidence intervals and test procedures.

Asymptotic Distributions of Estimators. For a wide variety of nonparametric estimators, the estimate of the regression function at a point is approximately normally distributed. The joint distribution at a collection of points is joint normally distributed, as are various functionals such as the average sum of squared residuals. (See Sections 2.1 and 2.2 below.)

How Much to Smooth. Smoothness parameters such as the bandwidth can be selected optimally by choosing the value which minimizes out-of-sample prediction error. The technique, known as cross-validation, will be discussed below (see Section 2.3).

Testing Procedures. A variety of specification tests of parametric or semiparametric null hypotheses against nonparametric or semiparametric alternatives are available. Some nonparametric tests of significance are also available. There are also tests of additive separability, monotonicity, homogeneity, concavity and maximization hypotheses. The validity of bootstrap inference procedures has been proved in a number of cases. A fairly unified testing theory can be constructed using conditional moment tests.

1.3 Reprise

In this introductory part of the paper, we have argued that nonparametric regression estimation techniques are based upon principles which should be familiar to the applied economist—in particular, the notion of a local average and the principle of least squares. We have also introduced naive implementations of each of these principles for models with a single explanatory variable.

Of course, very few relationships of interest to economists are so simple. Both principles have natural implementations in the presence of multiple explanatory variables. Unfortunately, our ability to accurately estimate the relationship deteriorates as the number of such variables increases. This “curse of dimensionality” can be mitigated somewhat by introducing additional structure such as a semiparametric specification, by assuming higher order differentiability, or by imposing additive separability.

2. Nonparametric Regression

2.1 Kernel Estimators

2.1.1 Estimation. We continue with our nonparametric regression model \( y = f(x) + \varepsilon \) where for the time being \( x \) is a scalar. A conceptually convenient way to construct local averaging weights for substitution into (1.8) is to use a unimodal function centered at zero, which declines in either direction at a rate controlled by a scale parameter. Natural candidates for such functions, which are commonly known as kernels, are probability density functions. Let \( K \) be a bounded function which integrates to one and is symmetric around zero. Define the weights to be

\[
\begin{align*}
  w_t(x_o) &= \frac{1}{\lambda T} K \left( \frac{x_t - x_o}{\lambda} \right), \\
  \frac{1}{\lambda T} \sum_{t=1}^{T} K \left( \frac{x_t - x_o}{\lambda} \right)
\end{align*}
\]
The shape of the weights (which, by construction, sum to one) is determined by \( K \), while their magnitude is controlled by \( \lambda \) which is known as the bandwidth. A large value of \( \lambda \) results in greater weight being put on observations that are far from \( x_0 \). Using (1.8) the nonparametric regression function estimator (first suggested by E.A. Nadaraya 1964 and G.S. Watson 1964) becomes

\[
\hat{f}(x_0) = \frac{1}{\lambda T} \sum_1^T \frac{x_t - x_0}{\lambda} y_t
\]

A variety of other kernels are available (see Figure 6). Generally, selection of the kernel is less important than selection of the bandwidth over which observations are averaged. The simplest is the uniform kernel (a.k.a. rectangular or box kernel), which takes a value of 1 on \([-\frac{1}{2},\frac{1}{2}]\) and 0 elsewhere. We focus on it next as it will provide us with the clearest insights.

2.1.2 Uniform Kernel, x’s Uniformly Distributed on [0,1]. In order to garner some intuition, in addition to working with a uniform kernel, assume for the moment that \( x \) is uniformly distributed on the unit interval. If we draw \( T \) observations on \( x \), then the proportion of observations falling in an interval of width \( \lambda \) will be approximately \( \lambda \) and the number will be approximately \( \lambda T \).

More formally, define the neighborhood around \( x_0 \) as \( N(x_0) = \{x_t \mid x_t \in [x_0 - \lambda/2, x_0 + \lambda/2] \} \) and note that there are roughly \( \lambda T \) observations in \( N(x_0) \). For the uniform kernel, the denominator of (2.2) will be about 1 and the estimator \( \hat{f}(x_0) \) becomes a simple average of the \( y_t \) over the neighborhood \( N(x_0) \). (For example, if the bandwidth equals \( .2 \), one is averaging about \( .2T \) observations or about 20 percent of the data to obtain the estimate.) Thus, we have

\[
\hat{f}(x_0) \approx \frac{1}{\lambda T} \sum_{t \in N(x_0)} y_t
\]

\[
= \frac{1}{\lambda T} \sum_{t \in N(x_0)} \hat{f}(x_t) + \frac{1}{\lambda T} \sum_{t \in N(x_0)} e_t
\]

\[
\approx \hat{f}(x_0) + \frac{\hat{f}'(x_0)}{\lambda T} \sum_{t \in N(x_0)} (x_t - x_0)
\]

\[
+ \frac{\hat{f}''(x_0)}{2\lambda T} \sum_{t \in N(x_0)} (x_t - x_0)^2 + \frac{1}{\lambda T} \sum_{t \in N(x_0)} e_t.
\]

We have applied a second order Taylor series. Next, we rewrite (2.3) as 8

\[
\hat{f}(x_0) \approx \frac{\hat{f}'(x_0)}{\lambda T} \sum_{t \in N(x_0)} (x_t - x_0) + \frac{\hat{f}''(x_0)}{2\lambda T} \sum_{t \in N(x_0)} (x_t - x_0)^2 + \frac{1}{\lambda T} \sum_{t \in N(x_0)} e_t.
\]

7 In particular, \( f(x_t) = \hat{f}(x_0) + f'(x_0)(x_t - x_0) + \frac{1}{2} f''(x_0)(x_t - x_0)^2 + o(x_t - x_0)^2 \). We are obviously assuming second order derivatives exist.

8 Consider a random variable \( U_\lambda \) which is uniformly distributed on an interval of width \( \lambda \) centered at 0. Then \( \text{Var}(U_\lambda) = \lambda^2/12 \). To obtain (2.4) from (2.3) it is useful to think of \( \frac{1}{\lambda T} \sum_{t \in N(x_0)} (x_t - x_0) \) as an average of \( \lambda T \) such random variables, in which case the average has mean 0 and variance \( \lambda^2/12T \). Thus, the second term in the third line of (2.3) converges to 0 fast enough so that for our purposes we can set it to 0. Next, think of \( \frac{1}{\lambda T} \sum_{t \in N(x_0)} (x_t - x_0)^2 \) as an estimator of the variance of \( U_\lambda \). The estimator converges quickly enough so that the second term of the last equation of (2.3) can be approximated by \( 1/24 f''(x_0)^2 \).
**Figure 6.** Alternative Kernel Functions

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Domain</th>
<th>Kernel</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform*</td>
<td>$u \in [-1/2,1/2]$</td>
<td>Triangular</td>
<td>$2(1 - 2</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$u \in [-1/2,1/2]$</td>
<td>Epanechnikov</td>
<td>$3/2 (1 - 4u^2)$ $u \in [-1/2,1/2]$</td>
</tr>
<tr>
<td>Normal</td>
<td>$u \in (-\infty,\infty)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Also known as the ‘box’ or ‘rectangular’ kernel.

\[
\hat{f}(x_0) = f(x_0) + \frac{1}{24} \lambda^2 f''(x_0) + \frac{1}{\lambda T} \sum \varepsilon_t. \quad (2.4)
\]

The last term is an average of about $\lambda T$ independent and identical random variables so that its variance is $\sigma^2 / \lambda T$ and we have:

\[
\hat{f}(x_0) = f(x_0) + O(\lambda^2) + O_p \left( \frac{1}{(\lambda T)^{1/2}} \right) \quad (2.5)
\]
The bias $E(\hat{f}(x_0) - f(x_0))$ is approximated by the second term of (2.4) and the $\text{Var}(\hat{f}(x_0))$ is approximately $\sigma_f^2/\lambda T$ so that the mean squared error (the sum of the bias squared and the variance) at a point $x_0$ is

$$E[(\hat{f}(x_0) - f(x_0))^2] = O(\lambda^4) + O\left(\frac{1}{\lambda T}\right). \quad (2.6)$$

The approximation embodied in (2.4) yields dividends immediately. As long as $\lambda \to 0$ and $\lambda T \to \infty$, the second and third terms go to zero and we have a consistent estimator.

The rate at which $\hat{f}(x_0) - f(x_0) \to 0$ depends on which of the second or third terms in (2.4) converge to zero more slowly. Optimality is achieved when the bias squared and the variance shrink to zero at the same rate. Using (2.5) one can see that this occurs if $O(\lambda^3) = O_p((T\lambda)^{-\frac{3}{5}})$ which implies that optimality can be achieved by choosing $\lambda = O(T^{-1/5})$. In this case

$$\hat{f}(x_0) = f(x_0) + O\left(\frac{1}{T^{2/5}}\right) + O_p\left(\frac{1}{T^{2/5}}\right). \quad (2.7)$$

Equivalently, we could have solved for the optimal rate using (2.6). Setting $O(\lambda^4) = O(1/\lambda T)$ and solving we again obtain $\lambda = O(T^{-1/5})$. Substituting into (2.6) yields a rate of convergence for the mean squared error at a point $x_0$ of $E[(\hat{f}(x_0) - f(x_0))^2] = O(T^{-4/5})$. This in turn underpins the following:

$$\int [\hat{f}(x) - f(x)]^2 dx = O\left(\frac{1}{T^{4/5}}\right) \quad (2.8)$$

a rather pleasant result in that it satisfies Stone's optimal rate of convergence, equation (1.10) above ($m=2, d=1$).

Applying a central limit theorem\(^9\) to the last term of (2.4), we have:

$$\frac{(\lambda T)^{\frac{1}{2}}}{24} \left(\hat{f}(x_0) - f(x_0) - \frac{1}{T} \lambda^2 f''(x_0)\right) \sim N(0, \sigma_f^2) \quad (2.9)$$

If we select $\lambda$ optimally, say, $\lambda = T^{-1/5}$, then $(\lambda T)^{\frac{1}{2}} \lambda^2 = 1$ and the construction of a confidence interval for $f(x_0)$ is complicated by the presence of the term involving $f''(x_0)$ (which would need to be estimated). However, if we select $\lambda$ to go to zero faster than $T^{-1/5}$ (for example, $\lambda = T^{-1/4}$), then $(\lambda T)^{\frac{1}{2}} \lambda^2 \to 0$ and (2.9) becomes $(\lambda T)^{\frac{1}{2}} (\hat{f}(x_0) - f(x_0)) \sim N(0, \sigma_f^2)$. Intuitively, the bandwidth is shrinking fast enough so that the bias is small relative to the variance (see (2.5) above). In this case, a 95 percent confidence interval for $f(x_0)$ is approximately $\hat{f}(x_0) \pm 1.96 \sigma_f/(\lambda T)^{1/2}$.

Let us pause for a moment. In this section, we have illustrated three essential results for a simple kernel estimator: that it is consistent; that by averaging over a neighborhood which shrinks at an appropriate rate it achieves the optimal rate of convergence, and that it is asymptotically normal.

2.1.3 General Kernel, x's Distributed with General Distribution $p(x)$. For a general kernel and assuming that the $x$'s are random with probability density $p(x)$, the Nadaraya-Watson kernel estimator (2.2) is consistent. The numerator converges to $f(x_0)p(x_0)$ and the denominator converges to $p(x_0)$.

The rate of convergence is optimized if $\lambda = O(T^{-1/5})$ in which case the integrated squared error converges at the optimal rate $O_p(T^{-4/5})$ as in (2.5). Confidence intervals may be constructed using:

$$\frac{(\lambda T)^{\frac{1}{2}}}{24} \left(\hat{f}(x_0) - f(x_0) - \frac{1}{T} \lambda^2 f''(x_0)\right) \sim \frac{1}{2} \left[ \int \frac{f'(x_0) p'(x_0)}{p(x_0)} \right] - N\left(0, \frac{b_0 \sigma_f^2}{p(x_0)}\right) \quad (2.10)$$

---

\(^9\) One must be a little bit careful because the number of $x_i$ being summed is random. See, for example, Robert Serfling (1980, p. 32).
where \( p(.) \) is the density of \( x \) and
\[
a_K = \int u^2 K(u) du \quad b_K = \int K^2(u) du \tag{2.11}
\]
If the bandwidth converges to zero at the optimal rate, then estimates of the first two derivatives of \( f \), the density of \( x \) and its first derivative, as well as the variance of the residual must all be obtained in order to construct a confidence interval which in large samples will have the correct coverage probability.\(^{10}\)

Again, the bias term in (2.10) can be made to disappear asymptotically by permitting the bandwidth to shrink at a rate that is faster than the optimal rate. Averaging over a narrower range reduces the bias but increases the variance of the estimator.

An alternative, which takes account of both bias and variance terms without requiring their calculation, is based on the bootstrap. Figure 7 provides implementation details for both asymptotic and bootstrap confidence intervals.

Thus far we have discussed confidence intervals for \( f \) at a point. A more interesting graphic for nonparametric estimation is a confidence band or ribbon around the estimated function. The plausibility of an alternative specification (such as a parametric estimate, a monotone, or concave estimate) could then be assessed by superimposing the latter on the graph to see if it falls within the band.\(^{11}\)

Figure 8 provides nonparametric kernel estimates of the Engel curve relating expenditure on food to income. The 90 percent uniform confidence band was constructed using the \texttt{regunci} function in \texttt{XploRe} (Härdle, Klinke and Turlach 1995). Also displayed is an estimated linear regression function which falls within the nonparametric confidence band at all but extreme levels of income.

2.1.4 Kernel Estimation of Functions of Several Variables. In economics, it is rarely the case that one is interested in a function of a single variable. Even if we are comfortable incorporating most of our explanatory variables parametrically (for example, within a partial linear model), there may be more than one variable entering nonparametrically. The effect of geographic location (a two-dimensional variable) provides one such example (see Figure 11 below).

Suppose then that \( f \) is a function of two variables. We are given data \( (y_1,x_1), \ldots, (y_T,x_T) \) where \( x_t = (x_{t1},x_{t2}) \) on the model \( y_t = f(x_{t1},x_{t2}) + \epsilon_t \) and we will assume \( f \) is a function on the unit square \([0,1]^2\). We want to estimate \( f(x_o) \) by averaging nearby observations; in particular we will average observations falling in a square of dimension \( \lambda \cdot \lambda \) which is centered at \( x_o \). If the \( x_t \) are drawn from a uniform distribution on the unit square, there will be (approximately) \( \lambda^2 T \) observations in the neighborhood defined by \( N(x_o) = \{x_t \mid x_{t1} \in x_{o1} \pm \lambda/2, x_{t2} \in x_{o2} \pm \lambda/2 \} \). (For example, any square with sides \( \lambda = .5 \) has area .25 and will capture about 25 percent of the observations.) Consider then:

\[
\hat{f}(x_o) = \frac{1}{\lambda^2 T} \sum_{N(x_o)} y_t \\
= \frac{1}{\lambda^2 T} \sum_{N(x_o)} f(x_t) + \frac{1}{\lambda^2 T} \sum_{N(x_o)} \epsilon_t \\
\leq f(x_o) + O(\lambda^2) + \frac{1}{\lambda^2 T} \sum_{N(x_o)} \epsilon_t \\
\leq f(x_o) + O(\lambda^2) + O_P \left( \frac{1}{\lambda T^{1/2}} \right) \tag{2.12}
\]

\(^{10}\) See Härdle and Linton (1994, p. 2310). The normality result in (2.10) extends to the case where one is interested in the joint distribution of estimates at a vector of points.

\(^{11}\) See Härdle and Oliver Linton (1994, p. 2317), Peter Hall (1993), and Randall Eubank and Paul Speckman (1993).
ASYMPTOTIC CONFIDENCE INTERVAL AT \( f(x_0) \)
1. Select \( \lambda \) so that \( T^{0.5} \lambda \to 0 \), e.g. \( \lambda = O (T^{-1/4}) \). This ensures that the bias term does not appear in the limiting distribution (2.10).
2. Select a kernel \( K \) and calculate \( b_K = \int K^2(u)du \). For the uniform kernel on \([-1/2,1/2] \) \( b_K = 1 \).
3. Estimate \( f \) using the Nadaraya-Watson estimator (2.2).
4. Calculate \( \delta^2 = 1/T \sum (y_i-f(x_i))^2 \).
5. Estimate \( \rho (x_0) \) using denominator of (2.2). If the uniform kernel is used, \( \rho (x_0) \) equals the number of \( x_i \) in the interval \( x_0 \pm \lambda/2 \) divided by \( \lambda \).
6. Calculate the confidence interval at \( f(x_0) \) using \( \hat{f}(x_0) \pm 1.96 \sqrt{ \frac{b_K \delta^2}{\rho (x_0) \lambda T} } \).

BOOTSTRAP CONFIDENCE INTERVAL* AT \( f(x_0) \)
1. Estimate \( f \) using the optimal bandwith \( \lambda = O (T^{-0.5}) \), call this estimate \( \hat{f}_B \), then calculate the residuals \( \hat{\epsilon}_i = y_i - \hat{f}(x_i) \).
2. Re-estimate \( f \) using a wider bandwith, say \( \hat{\lambda} \), (which will result in some oversmoothing) and call this estimate \( \hat{f}^B \).
3. Resample the estimated residuals \( \hat{\epsilon}_i \) using the 'wild' bootstrap to obtain bootstrap residuals \( \hat{\epsilon}^B \) and construct a bootstrap dataset \( y'^B = \hat{f}^B (x_i) + \hat{\epsilon}^B, i = T, \ldots, T \).
4. Estimate \( f(x_0) \) using the bootstrap data and \( \lambda = O (T^{-0.5}) \) to obtain \( \hat{f}^B (x_0) \). Repeat the resampling many times and obtain the .025 and .975 quantiles of the distribution of \( \hat{f}^B (x_0) \). The result yields a 95% confidence interval for \( f(x_0) \) which has the correct coverage probability in large samples.

*For the theory underlying this bootstrap methodology see Härdle (1990, Th. 4.2.2, and pp. 106-7, 247). See also Appendix B of this paper.

What we have done here is to mimic the reasoning in equations (2.3)–(2.5) but this time for the bivariate case. (We have assumed that \( f \) is twice differentiable, but have spared the reader the Taylor series expansion.) However, there is a subtle difference. The bias term is still proportional to \( \lambda^2 \), but the variance term is now \( O_P(1/\lambda T^{1/2}) \) rather than \( O_P(1/(\lambda T)^{1/6}) \) since we are averaging approximately \( \lambda^2 T \) values of \( \epsilon_i \).

Hence for consistency, we now need \( \lambda \to 0 \) and \( \lambda T^{1/2} \to \infty \). As before, convergence of \( \hat{f}(x_0) \) to \( f(x_0) \) is fastest when the bias and variance terms go to zero at the same rate, that is when \( \lambda = O(T^{-1/6}) \). The second and third terms of the last line of (2.12) are then \( O_P(T^{-1/3}) \) and \( \int (\hat{f}(x) - f(x))^2dx = O_P(T^{-2/3}) \) which is optimal (see (1.10) above).

More generally, if the \( x_i \) are \( d \)-dimensional with probability density \( p(x) \) defined on the unit cube in \( R^d \), and we are using a kernel \( K \) then the estimator in (2.2) becomes

\[
\hat{f}(x_o) = \frac{1}{\lambda^d T} \sum_{i=1}^{T} y_i \prod_{i=1}^{d} K \left( \frac{x_{i1} - x_{oi}}{\lambda} \right).
\]

(2.13)

Again, if \( K \) is the uniform kernel on \([-1/2, 1/2] \), then the product of the kernels (hence the term product kernel) is one only if \( x_{oi} \in [x_{oi} - \lambda/2, x_{oi} + \lambda/2] \) for \( i = 1, \ldots, d \), that is only if \( x_i \) falls in the \( d \)-dimensional cube centred at \( x_o \) with sides of length \( \lambda \).

Above we have introduced a simple kernel estimator for functions of several variables which averages observations over a cube centered at \( x_o \). A multitude of variations and alternatives exists. For example, one could select different
**Figure 8. Engel Curve Estimation**

**MODEL:** \( y = f(x) + \varepsilon \) where \( y \) is expenditure on food, \( x \) is income (units are in 10^4 Canadian dollars).

**DATA:** the data consist of a sample of 1058 two-parent households with two children below 16 years of age.


**Estimated Models**

---


---

**2.2 Nonparametric Least Squares**

2.2.1 *Estimation.* In order to implement nonparametric least squares estimators, we will need a tractable way to impose constraints on various order derivatives. Let \( C^n \) be the set of functions

---

bandwidths for each dimension so that averaging would take place over rectangular cubes rather than over perfect cubes. Or, one might select different kernels for each dimension. Still more generally, one could average over non-rectangular regions such as spheres or ellipsoids. For details in a multivariate density estimation setting, see for example, David Scott (1992, pp.149-55).
that have continuous derivatives up to order \( m \) (for expositional purposes we restrict these functions to the unit interval). A measure of smoothness that is particularly convenient is given by the Sobolev norm:

\[
\| f \|_{Sob} = \left( \int \left( f^2 + (f')^2 + (f'')^2 + \ldots + (f^{(m)})^2 \right) \right)^{1/2},
\]

where \( (m) \) denotes the \( m \)th order derivative. A small value of the norm implies that neither the function, nor any of its derivatives up to order \( m \) can be too large over a significant portion of the domain. Indeed, bounding this norm implies that all lower order derivatives are bounded in supnorm.\(^{13}\) (Recall from Section 1.2 and Figure 5 that even bounding the first derivative produces a consistent nonparametric least squares estimator.)

Suppose we take our estimating set \( \mathcal{I} \) to be the set of functions in \( C^m \) for which the square of the Sobolev norm is bounded by say \( L \), that is, \( \mathcal{I} = \{ f \in C^m, \| f \|_{Sob}^2 \leq L \} \). The task of finding the function in \( \mathcal{I} \) that best fits the data would appear to be daunting. After all, \( \mathcal{I} \) is an infinite dimensional family. What is remarkable is that the solution \( \hat{f} \) that satisfies

\[
s^2 = \min_f \frac{1}{T} \sum_t [y_t - f(x_t)]^2, \tag{2.15}
\]

s.t. \( \| f \|_{Sob}^2 \leq L \)

can be obtained by minimizing a quadratic objective function subject to a quadratic constraint. The solution is of the form \( \hat{f} = \sum_{i} \hat{c}_i r_{x_i} \), where \( r_{x_1}, \ldots, r_{x_T} \) are functions computable from \( x_1, \ldots, x_T \) and \( \hat{c} = (\hat{c}_1, \ldots, \hat{c}_T) \) is obtained by solving

\[
\min_{c} \frac{1}{L} [y - Rc]' [y - Rc] \text{ s.t. } c'Rc \leq L \tag{2.16}
\]

where \( y \) is the \( T \times 1 \) vector of observations on the dependent variable and \( R \) is a \( T \times T \) matrix that is computable from \( x_1, \ldots, x_T \). Note that even though one is estimating \( T \) parameters to fit \( T \) observations, the parameters are constrained so that there is no immediate reason to expect perfect fit.\(^{14}\)

Repeating the main point: the infinite dimensional nonparametric least squares problem (2.15) may be solved by solving the finite dimensional optimization problem (2.16). Furthermore, if \( x \) is a vector, the Sobolev norm (2.14) generalizes to include various order partial derivatives. The optimization problem has the same quadratic structure as in the one-dimensional case above, and the functions \( r_{x_1}, \ldots, r_{x_T} \) as well as the matrix \( R \) are directly computable from the data \( x_1, \ldots, x_T \).

Our Returns to Scale in Electricity Distribution example, which we continue in Figure 10 below, illustrates a nonparametric least squares estimator of \( f \). We have imposed a fourth order Sobolev norm \( (m=4 \text{ in equation } [2.14]) \), which implies at least three bounded derivatives. As one can see, the nonparametric least squares estimate is very similar to the quadratic estimate of the scale effect.

\[2.2.2 \text{ Properties of Estimator}\]^{15} The main statistical properties of the procedure are these: \( \hat{f} \) is a consistent estimator of \( f \), indeed low order derivatives of \( \hat{f} \) consistently estimate the corresponding derivatives of \( f \). The rate at which \( \hat{f} \)

\(^{13}\) That is, there exist constants \( L^*_i \) such that for all \( f \in \mathcal{I}, \sup_{t} |f(t)| \leq L^*_i, i = 1, \ldots, m - 1 \), where \( \mathcal{I} \) is defined momentarily. This result flows from the Sobolev Imbedding Theorem.

\(^{14}\) The \( r_{x_i} \) are called representor functions and \( R \), the matrix of inner products of the \( r_{x_i} \), the representor matrix. See Grace Wahba (1990) for details. An efficient algorithm for solving the optimization problem in (2.16) may be found in Gene Golub and Charles Van Loan (1989, p. 564).

\(^{15}\) These results may be proved using empirical processes theory as discussed in Dudley (1984) and Pollard (1984).
converges to \( f \) satisfies equation (1.10). These optimal convergence results are useful in producing consistent tests of a broad range of hypotheses.

The average minimum sum of squared residuals \( s^2 \) is a consistent estimator of the residual variance \( \sigma^2 \). Furthermore, in large samples, \( s^2 \) is indistinguishable from the true average sum of squared residuals in the sense that

\[
T^{1/2} \left( s^2 - \frac{1}{T} \sum e_i^2 \right) \rightarrow 0 \quad (2.17)
\]

in probability. Next, since \( T^{1/2}(1/T \Sigma e_i^2 - \sigma^2) \rightarrow N(0, \text{Var}(e^2)) \) (just apply an ordinary central limit theorem), equation (2.17) implies

\[
T^{1/2}(s^2 - \sigma^2) \rightarrow N(0, \text{Var}(e^2)). \quad (2.18)
\]

As we shall see below, this result lies at the heart of demonstrating that nonparametric least squares can be used to produce \( T^{1/2} \) consistent normal estimators in the partial linear model.

Finally, the estimator being considered here is closely related to spline function estimators. Assume for the moment \( \eta > 0 \) is a given constant\(^{16} \) and consider the penalized least squares problem:

\[
\min_f \frac{1}{T} \sum_t \left[ y_t - f(x_t) \right]^2 + \eta \| f \|_{Sob}^2. \quad (2.19)
\]

The criterion function trades off fidelity to the data against smoothness of the function \( f \). There is a penalty for selecting functions which fit the data extremely well but as a consequence are very rough (recall that the Sobolev norm measures the smoothness of a function and its derivatives). A larger \( \eta \) results in a smoother function being selected.

If one solves (2.15), our nonparametric least squares problem; takes the Lagrangian multiplier, say \( \hat{\eta} \) associated with the smoothness constraint; then

\( \hat{\eta} \) uses it in solving (2.19), the resulting \( \hat{f} \) will be identical.\(^{17} \)

2.3 Selection of Smoothing Parameter\(^{18} \)

2.3.1 Kernel Estimation. We now turn to selection of smoothing parameters for kernel estimators. If the bandwidth \( \lambda \) is too large, then oversmoothing will exacerbate bias and eliminate important features of the regression function. Selection of a value of \( \lambda \) that is too small will cause the estimator to track the current data too closely, thus impairing the prediction accuracy of the estimated regression function when applied to new data (recall Figures 3 and 4). To obtain a good estimate of \( f \) we would like to select \( \lambda \) to minimize the mean integrated squared error:

\[
\text{MISE}(\lambda) = E \left[ \left| \hat{f}(x; \lambda) - f(x) \right|^2 \right] dx \quad (2.20)
\]

where we write \( \hat{f}(x; \lambda) \) to explicitly denote that the kernel estimator depends on the choice of \( \lambda \). Of course we do not observe \( f \) so the MISE cannot be minimized directly. Nor will selecting \( \lambda \) by minimizing the estimate of the residual variance

\[
\frac{\hat{\sigma}^2(\lambda)}{T} \sum_{t=1}^T \left[ y_t - \hat{f}(x_t; \lambda) \right]^2 \quad (2.21)
\]

lead to a useful result—the minimum of (2.21) occurs when \( \lambda \) is reduced to the point where the data are fit perfectly. However, this idea can be modified to produce useful results. Consider a slight variation on (2.21) known as the cross-validation function:

\[
\text{CV}(\lambda) = \frac{1}{T} \sum_{t=1}^T \left[ y_t - \hat{f}_t(x_t; \lambda) \right]^2. \quad (2.22)
\]

\(^{17} \) In their simplest incarnation, spline estimators use \( \| f^2 \| \) as the measure of smoothness. See Eubank (1988) and Wahba (1990).

\(^{18} \) Cross-validation was first proposed for the kernel estimator by Clark (1975) and for spline estimation by Wahba and Wold (1975).

\(^{16} \) Actually, it is selected using cross-validation, a procedure which we discuss shortly.
The only difference between (2.21) and (2.22) is that the kernel estimator is subscripted with a curious “-t” which is used to denote that \( \hat{f}_t \) is obtained by omitting the \( t^{th} \) observation. Thus the estimate of \( f \) at each point \( x_i \) is obtained by estimating the regression function using all other observations, then predicting the value of \( f \) at the omitted observation. (For a given value of \( \lambda \), \( CV(\lambda) \) requires calculation of \( T \) separate kernel estimates.)\(^{19}\)

This subtle change results in some extremely propitious properties (see, for example, Härdle and James Marron 1985, Härdle, Hall, and Marron 1988). In particular, suppose an optimal \( \lambda \), say \( \lambda_{OPT} \), could be chosen to minimize (2.20). Let \( \hat{\lambda} \) be the value that minimizes (2.22). Then \( MISE(\hat{\lambda}) / MISE(\lambda_{OPT}) \) converges to one; that is, in large samples, selecting \( \lambda \) through cross-validation is as good as knowing the \( \lambda \) that minimizes the integrated mean squared error.

2.3.2 Nonparametric Least Squares.
The heuristics of selection of the smoothness bound for nonparametric least squares are similar. If we select \( L \) in (2.15) to be much larger than the true norm, then our estimator will be less efficient though it will be consistent. If we select a bound that is smaller than the true norm, then our estimator will generally be inconsistent. The cross-validation function is defined as

\[
CV(L) = \frac{1}{T} \sum_{t=1}^{T} \left[ y_t - \hat{f}_t(x_t) \right]^2,
\]

where \( \hat{f}_t \) is obtained by solving

\[
\min_{f} \frac{1}{T} \sum_{t \neq i} \left[ y_t - f(x_t) \right]^2,
\]

\[\text{s.t. } \| f \|_{Sob}^2 \leq L. \tag{2.24}\]

Note the subtle change from 2.15.

The interpretation of the smoothing parameter is somewhat different. In kernel estimation it corresponds to the width of the interval over which averaging takes place; in nonparametric least squares it is the diameter of the set of functions over which estimation takes place.

Figure 9 illustrates the behavior of the cross-validation function for both kernel and nonparametric least squares estimators. The data generating mechanism is given by the model \( y_t = x_t + \varepsilon_t \), \( \varepsilon_t \sim N(0,0.1), t = 1,...,25 \) where \( x_t \) are equally spaced on the interval \([0,1]\). The minimum of the cross-validation function for the kernel estimator is approximately .25. Thus, at a typical point \( x_0 \) the optimal kernel estimator \( \hat{f}(x_0) \) will involve about 25 percent of the observations.

For the nonparametric least squares cross-validation function, note first that the square of the Sobolev norm (2.14) of the true regression function is given by \( \int_0^1 x^2 + 1 = 1 + \frac{1}{3} \). Thus, \( L = 1 + \frac{1}{3} \) would be the smallest value which would ensure consistency of the nonparametric least squares problem (2.15). In the simulations (Figure 9), the minimum of the cross-validation function is between 1.4 and 1.5.\(^{20}\)

2.3.3 Further Comments. A number of researchers have investigated alternate procedures for selecting the smoothing parameter. Unlike the case of kernel estimation of density functions, no convenient rules of thumb

\(^{19}\)The notion that out-of-sample prediction is a useful criterion for estimation and testing is, of course, quite generally applied in statistics. In the simplest case, one can imagine dividing a sample in two, using one part to estimate the model, and the other to assess its accuracy or validity. This naive approach, however, does not make optimal use of the data, a problem that is resolved through the cross-validation device.

\(^{20}\)For optimality results on cross-validation in a spline setting, see Li (1986,1987) and Wahba (1990, p. 47).
Figure 9. Selection of Smoothing Parameters
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Data generating mechanism: $y_t = x_t + \varepsilon_t$, $\varepsilon_t \sim N(0,0.01)$, $t=1, \ldots, 25$, where $x_t$ are equally spaced on the interval $[0,1]$. Kernel cross-validation performed using XploRe function `regcvl`, see Härdle, Klinke, and Turlach (1995, p. 88). Nonparametric least squares cross-validation performed using Fortran code written by the author.
are available for kernel regression. However, by simply trying different values for the smoothing parameter and visually examining the resulting estimate of the regression function, one can often obtain a useful indication of whether one is over- or under-smoothing.

Furthermore, cross-validation can be automated relatively easily. The kernel cross-validation function in Figure 9 was obtained using the `regcvl` in XploRe. S-Plus uses cross-validation to produce its spline estimates, and other automated procedures are also available.

2.4 Reprise

This portion of the paper focused on developing the kernel estimator (an example of a local averaging estimator) and on a nonparametric least squares estimator closely related to spline estimation. The statistical properties of the former are relatively easy to derive using basic techniques. For example, it is straightforward to demonstrate that kernel estimators are consistent and approximately normally distributed. If the estimator is to achieve the optimal rate of convergence, then its bias squared and variance must go to zero at the same rate, which complicates the construction of confidence intervals. Despite the somewhat burdensome notation, for example, equation (2.13), kernel estimation of functions of several variables is conceptually straightforward—for example, with a uniform kernel, averages are taken over a square (or cube) rather than over an interval.

Derivation of the properties of non-parametric least squares or spline estimators is considerably more difficult and we have merely asserted them. Such estimators are consistent and achieve optimal rates of convergence. They also have considerable appeal since it is relatively easy to impose additional structure on such estimators. (We will devote attention to constrained estimation and hypothesis testing in Section 4 below.)

Both local averaging and least squares estimation require the selection of a smoothing parameter. In kernel estimation, it is the neighborhood (or bandwidth or window) over which averaging is to take place. In nonparametric least squares it is the diameter of the ball of functions over which estimation is to take place. Selection of the smoothing parameter is performed by trying different values and selecting the one that minimizes (out-of-sample) prediction error, a technique known as cross-validation.

It should be emphasized that in this section we have introduced but two nonparametric regression estimators. A wide variety of others exists (see for example Härdle 1990, Ch.3 and Jianqing Fan and Irene Gijbels 1996, Ch. 2 for overviews).

3. The Partial Linear Model

3.1. Estimation

3.1.1 Introduction. Given i.i.d. data \((y_1,x_1,z_1), \ldots, (y_T,x_T,z_T)\) consider the semiparametric regression model which was discussed in the opening section of the paper:

\[ y = z\beta + f(x) + \varepsilon, \]  

where \(E(y \mid z,x) = z\beta + f(x), \sigma^2 = \text{Var}[y \mid z,x].\) The function \(f\) is not known to lie in a particular parametric family. An early and important application of this model was that of Robert Engle, Clive Granger,
John Rice, and Andrew Weiss (1986), who used it to study the impact of weather on electricity demand.

Peter Robinson’s (1988) influential paper demonstrates that the parameter $\beta$ can be estimated at parametric rates, that is, $\hat{\beta} - \beta = O_p(T^{1/2})$, despite the presence of the nonparametric function $f$. Specifically, Robinson rewrites (3.1) conditioning on $x$:

$$y - E(y \mid x) = y - E(z \mid x)\beta - f(x)$$

$$= [z - E(z \mid x)]\beta + \varepsilon. \quad (3.2)$$

If $E(y \mid x)$ and $E(z \mid x)$ are known, then ordinary least squares on (3.2) yields an estimate of $\beta$ which is asymptotically normal with variance $\sigma_2^2/T\sigma_n^2$ where $\sigma_n^2$ is the variance of the $z$ conditional on $x$. Of course, the regression functions $E(y \mid x)$ and $E(z \mid x)$ are generally not even known to have particular parametric forms. Robinson then produces nonparametric (kernel) estimators of $E(y \mid x)$ and $E(z \mid x)$ that converge sufficiently quickly so that their substitution in the OLS estimator does not affect its asymptotic distribution.23

3.1.2 Nonparametric Least Squares. Returning to (3.1), consider the conditional distribution of $y,z \mid x$ where all variables are scalars:

$$z = E(z \mid x) + u = g(x) + u$$

$$y = E(y \mid x) + v = h(x) + v$$

$$= (g(x)\beta + f(x)) + (u\beta + \varepsilon) \quad (3.3)$$

To simplify exposition we assume both conditional models are homoscedastic so that

$$Cov\begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} \sigma_u^2 & \sigma_u v \\ \sigma_u v & \sigma_v^2 \end{bmatrix} = \begin{bmatrix} \sigma_u^2 & \sigma_u^2 \beta \\ \sigma_u^2 \beta & \sigma_v^2 + \sigma_u^2 \beta^2 \end{bmatrix}. \quad (3.4)$$

Under sufficient smoothness assumptions, the nonparametric least squares estimator \((2.15)\) can be applied equation by equation. The sample variances $s_u^2 = \Sigma \hat{u}_t^2 / T$, $s_v^2 = \Sigma \hat{v}_t^2 / T$ are $T^{1/2}$ consistent asymptotically normal estimators of the corresponding population variances $\sigma_u^2, \sigma_v^2$ (using equation \([2.18]\)). It can also be demonstrated that $s_{uv} = \Sigma \hat{u}_t \hat{v}_t / T$ is a $T^{1/2}$ consistent asymptotically normal estimator of $\sigma_{uv}$. In summary, the sample analogue to (3.4), that is, the matrix of estimated variances and covariances, is $T^{1/2}$ consistent asymptotically normal.

Now $\beta = \sigma_{uv} / \sigma_v^2$, so that it is fairly straightforward to show that its sample analogue $\hat{\beta} = s_{uv} / s_v^2$ is also $T^{1/2}$ consistent asymptotically normal. Furthermore, its variance is given by $\sigma_v^2 / T \sigma_v^2$, the same variance attained by the Robinson estimator.

Thus, inference may be conducted using $\hat{\beta} \sim N(\beta, \sigma_v^4 / T \sigma_v^2)$. Alternatively, the bootstrap may be used to obtain standard errors and critical values (see Mammen and Van de Geer 1995, and Yatchew and Bos 1997).24

3.1.3 The Differencing Estimator Revisited25. In the introduction to this paper, we outlined an estimator of $\beta$ which involves reordering the data so that the $x$‘s are in increasing order, then differencing to remove the nonparametric effect. The estimator is given by:

$$\hat{\beta}_{diff} = \frac{\sum (y_t - y_{t-1}) (z_t - z_{t-1})}{\sum (z_t - z_{t-1})^2}. \quad (3.5)$$

24 We note that one can perform semiparametric least squares on the model\([3.1]\) by minimizing the sum of squared residuals with respect to $\beta$ and $f$ subject to a smoothness constraint on $f$, but the resulting estimator of $\beta$ would not in general converge at $T^{1/2}$. See Hung Chen (1988).

25 The idea of differencing to remove a nonparametric effect in pure nonparametric models has been used by John Rice (1984), Yatchew (1988), Peter Hall, J.W. Kay, and D.M. Titterington (1990), and others. Powell (1987) and Hyungtak Ahn and Powell (1993), among others, use the idea in the partial linear model.
We asserted that \( \hat{\beta}_{\text{diff}} \sim N(\beta, 1.5\sigma_e^2 / T\sigma_u^2) \), which has 66.7 percent \((1/1.5)\) efficiency relative to the efficient estimator (for example, Robinson 1988). In this section we sketch out the main idea of the proof of this result and provide an estimator based on higher order differencing which is asymptotically efficient.

Using (3.3) to substitute for \( y_t \) and \( z_t \) in \( \hat{\beta}_{\text{diff}} \) and then rearranging terms we have

\[
T^{1/2}(\hat{\beta}_{\text{diff}} - \beta) = T^{1/2} \left[ \frac{1}{T} \sum (f(x_t) - f(x_{t-1}) + \varepsilon_t - \varepsilon_{t-1}) \cdot (g(x_t) - g(x_{t-1}) + u_t - u_{t-1}) \right] / \frac{1}{T} \sum (g(x_t) - g(x_{t-1}) + u_t - u_{t-1})^2 \quad (3.6)
\]

For simplicity, consider the case where the \( x_t \) are equally spaced on the unit interval. We assume that first derivatives of \( f \) and \( g \) are bounded by \( L \). Then:

\[
T^{1/2} \left[ \frac{1}{T} \sum (f(x_t) - f(x_{t-1})) (g(x_t) - g(x_{t-1})) \right] \leq T^{1/2} \frac{1}{T} \sum L^2 |x_t - x_{t-1}|^2 = L^2 / T^{3/2} \quad (3.7)
\]

and

\[
\text{Var} \left[ T^{1/2} \frac{1}{T} \sum u_t (f(x_t) - f(x_{t-1})) \right] = \sigma_u^2 \sum (f(x_t) - f(x_{t-1}))^2 \leq \frac{L^2 \sigma_u^2}{T^2} \quad (3.8)
\]

Thus (3.7) and (3.8) converge to 0. Using similar arguments one can show that all terms in (3.6) which involve \( f(x_t) - f(x_{t-1}) \) or \( g(x_t) - g(x_{t-1}) \) converge to 0 sufficiently quickly so that (3.6) is approximately

\[
T^{1/2}(\hat{\beta}_{\text{diff}} - \beta) \equiv T^{1/2} \frac{1}{T} \sum (\varepsilon_t - \varepsilon_{t-1})(u_t - u_{t-1}) / \frac{1}{T} \sum (u_t - u_{t-1})^2 \quad (3.9)
\]

The denominator converges to \( 2\sigma_u^2 \) and the numerator has mean zero and variance \( 6\sigma_e^2 \sigma_u^2 \). Thus, the ratio is asymptotically normal with mean zero and variance given by \( 6\sigma_e^2 \sigma_u^2 / (2\sigma_u^2)^2 = 1.5\sigma_e^2 / \sigma_u^2 \).

We now have an explanation for the 1.5 factor in the introduction to the paper (which comes as no surprise to time series practitioners). By differencing we have introduced an MA(1) process in the residuals. Applying ordinary least squares to the differenced data is, as a result, less efficient. (But beware, do not attempt to apply generalized least squares for then you will reverse the beneficial effects of differencing.) Thus the simplicity of differencing is purchased at the price of some lost efficiency relative to the kernel-based procedures or the nonparametric least squares procedures above.

Fortunately, efficiency can be improved substantially by using higher order differences (see Yatchew 1997). Fix the order of differencing \( m \). Consider now the following generalization of the estimator in (3.5):

\[
\hat{\beta}_{\text{diff}} = \left( \sum_{j=0}^{m} d_j y_{t-j} \right) \left( \sum_{j=0}^{m} d_j z_{t-j} \right)^{-1}, \quad (3.10)
\]

where \( d_0, \ldots, d_m \) are differenting weights satisfying the conditions \( \sum_0^m d_t = 0 \) and \( \sum_0^m d_t^2 = 1 \). The first condition ensures that differencing removes the nonparametric effect in large samples. The second ensures that the variance of the residual in the transformed model is the same as in the original model. (Thus, the weights for the simplest differencing estimator (3.5) which were \( d_0 = 1, d_1 = -1 \), would be normalized to \( d_0 = .7071, d_1 = -.7071 \).)
If the weights $d_0,\ldots,d_m$ are chosen optimally, it can be shown that
\begin{equation}
\hat{\beta}_{\text{diff}} \sim N \left( \beta, \frac{1}{T} \left(1 + \frac{1}{2m} \frac{\sigma^2_\varepsilon}{\sigma^2_w} \right) \right). \tag{3.11}
\end{equation}

By increasing the order of differencing from 1 to 2 to 3, the efficiency of the estimator relative to the Robinson procedure improves from 66.7 percent (1/1.5) to 80 percent (1/1.25) to 85.7 percent (1/1.167). Optimal differencing weights do not have analytic expressions but are tabulated (up to $m = 10$) in Table 1.

Suppose $z$ the parametric variable is a vector, but $x$ the nonparametric variable continues to be a scalar. Fix the order of differencing $m$. Select the differencing weights $d_0,\ldots,d_m$ optimally (as indicated above). Define $\Delta y$ to be the $(T-m)x1$ vector whose elements are $[\Delta y]^t = \sum_{j=0}^m d_j y_{t-j}$ and $\Delta Z$ to be the $(T-m)xp$ matrix with entries $[\Delta Z]^t_i = \sum_{j=0}^m d_j z_{t-j}$. Then,
\begin{equation}
\hat{\beta}_{\text{diff}} = [\Delta Z' \Delta Z]^{-1} \Delta Z' \Delta y
\end{equation}

\begin{equation}
\sim N \left( \beta, \frac{1}{2m} \frac{\sigma^2_\varepsilon}{\sigma^2_w} \Sigma^{-1} \right). \tag{3.12}
\end{equation}

Define the following:
\begin{equation}
s^2_{\text{diff}} = \frac{1}{T} \sum (\Delta y_i - \Delta z_i \hat{\beta}_{\text{diff}})^2 \tag{3.13}
\end{equation}

\begin{equation}
\hat{\Sigma}_{a,\text{diff}} = \frac{1}{T} \Delta Z' \Delta Z. \tag{3.14}
\end{equation}

Then $s^2_{\text{diff}}$ converges to $\sigma^2_\varepsilon$ and $\hat{\Sigma}_{a,\text{diff}}$ converges to $\Sigma_u$, the conditional covariance matrix of $z$ given $x$. If $x$ is a vector, then re-ordering so that $x_t$ and $x_{t-1}$ are close is not unique. Nevertheless, for reasonable ordering rules, the procedure works as long as the dimension of $x$ does not exceed 3.

3.1.4 Examples. We have already introduced an example on Returns to Scale in Electricity Distribution (Figure 1). We extend it here to include second order optimal differencing and Hal White’s (1985) heteroscedasticity consistent standard errors (Figure 10).

As an additional example with a two dimensional nonparametric variable $x$, we consider Hedonic Prices of Housing Attributes (Figure 11). Parametric variables include lot size, area of living space and presence of various amenities. The location effect, which has no natural parametric specification, is incorporated nonparametrically.

---

**TABLE 1**

**Optimal Differencing Weights**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0.7071, −0.7071)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(0.8090, −0.5000, −0.3090)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(0.8582, −0.3832, −0.2509, −0.1942)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(0.8873, −0.3099, −0.2464, −0.1901, −0.1409)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(0.9064, −0.2600, −0.2167, −0.1774, −0.1420, −0.1103)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(0.9200, −0.2238, −0.1925, −0.1635, −0.1369, −0.1126, −0.0906)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>(0.9302, −0.1965, −0.1728, −0.1506, −0.1299, −0.1107, −0.0930, 0.0768)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(0.9380, −0.1751, −0.1565, −0.1389, −0.1224, −0.1069, −0.0925, −0.0791, −0.0666)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>(0.9443, −0.1578, −0.1429, −0.1257, −0.1152, −0.1025, −0.0905, −0.0792, −0.0687, −0.0588)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>(0.9494, −0.1437, −0.1314, −0.1197, −0.1085, −0.0978, −0.0877, −0.0782, −0.0691, −0.0606, −0.0527)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In contrast to those in Hall et al (1990), the above optimal weight sequences decline in absolute value towards zero.
Figure 10. Returns to Scale in Electricity Distribution (Continued)

### Estimated Models

<table>
<thead>
<tr>
<th>Parametric: Quadratic scale effect ( y = \alpha + z \beta + \gamma_1 x + \gamma_2 x^2 + \epsilon )</th>
<th>Semiparametric: Smooth scale effect ( y = \alpha + z \beta + f(x) + \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>First Order Differencing (^2)</td>
</tr>
<tr>
<td>Coeff</td>
<td>SE</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>15.987</td>
</tr>
<tr>
<td>( \text{DIST} )</td>
<td>3.719</td>
</tr>
<tr>
<td>( \text{LOAD} )</td>
<td>1.920</td>
</tr>
<tr>
<td>( \text{GEN} )</td>
<td>-.051</td>
</tr>
<tr>
<td>( \text{LIFE} )</td>
<td>-5.663</td>
</tr>
<tr>
<td>( \text{ASSETS} )</td>
<td>.037</td>
</tr>
<tr>
<td>( \gamma_1 )</td>
<td>-.00154</td>
</tr>
<tr>
<td>( \gamma_2 )</td>
<td>1.1x10^{-7}</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>.45</td>
</tr>
<tr>
<td>( \hat{s}_{\text{res}}^2 )</td>
<td>1259.75</td>
</tr>
</tbody>
</table>

**Estimated Impact of Scale on Dollar Costs Per Customer Per Year\(^4\)**

![Graph showing impact of scale on dollar costs per customer per year with different methods: Kernel, Nonparametric LS, Spline, Quadratic.]

\(^1\) Under the null hypothesis that scale has no effect (\(f\) is constant), \( \hat{s}_{\text{res}}^2 = 1508.5 \). \(^2\) Data reordered so that \( x_1 \leq \ldots \leq x_T \) (\( T=265 \)). Then all variables differentiated \( \Delta w_t = w_t - w_{t-1} \), followed by ordinary least squares. SE's obtained by multiplying OLS standard errors by \( \sqrt{1.5} \) (set \( m=1 \) in equation [3.12]). HCSE's are heteroscedasticity consistent standard errors. Dependent variable is \( \Delta \text{COST PER CUST} \). \(^3\) Data reordered so that \( x_1 \leq \ldots \leq x_T \), then all variables differentiated \( \Delta w_t = 0.809 w_{t-1} - 0.5 w_{t-2} + 0.309 w_{t-3} \), followed by ordinary least squares. OLS standard errors multiplied by \( \sqrt{1.25} \) (set \( m=2 \) in equation [3.12]). Dependent variable is \( \Delta \text{COST PER CUST} \). \(^4\) Kernel and spline estimates obtained using \textit{ksmooth} and \textit{smooth.spline} functions in \textit{S-Plus}. Dependent variable is \( y_t \sim \hat{\beta}_0 + \hat{\beta}_{\text{diff}} \) where \( \hat{\beta}_{\text{diff}} \) is calculated using first order differencing. Nonparametric least squares applied using fourth order Sobolev norm. The quadratic estimate is from the parametric model above.

### 3.2 Reprise

In this portion of the paper, we have focussed on the partial linear model \( y = z\beta + f(x) + \epsilon \). Three distinct estimators of \( \beta \) have been discussed—the first two involve initial nonparametric estimation using either kernel or nonpara-
The semiparametric model was estimated by Michael Ho (1995) using semiparametric least squares; the dependent variable $y$ is \textsc{sale price}; $z$ variables in clude lot size (\textsc{lotarea}), square footage of housing (\textsc{usespc}), number of bedrooms (\textsc{nrbed}), average neighborhood income (\textsc{avginc}), distance to highway (\textsc{dhwy}), presence of garage (\textsc{grge}), fireplace (\textsc{frplc}), or luxury appointments (\textsc{luxe}). A critical determinant of price is location which has no natural parametric specification (indeed most urban areas have multi-modal location premia), thus the inclusion of a nonparametric function $f(x_1,x_2)$ where $x_1,x_2$ are location coordinates. The data consist of 92 detached homes in the Ottawa area which sold during 1987.

\begin{table}[h]
\centering
\begin{tabular}{lrr}
\hline
OLS & Parametric: Linear location effects & Semiparametric: Smooth location effect \\
\hline
& $y = \alpha + z \beta + \gamma_1 x_1 + \gamma_2 x_2 + \epsilon$ & $y = z \beta + f(x_1,x_2) + \epsilon$ \\
\hline
$\alpha$ & Coeff & S E & Coeff & S E & HCSE & Coeff & S E \\
Frplc & 11.7 & 6.2 & \Delta Frplc & 11.3 & 6.0 & 5.7 & \Delta Frplc & 8.4 & 6.0 \\
Grge & 11.8 & 5.1 & \Delta Grge & 2.5 & 5.5 & 4.1 & \Delta Grge & 7.3 & 5.1 \\
Luxe & 60.7 & 10.5 & \Delta Lux & 55.3 & 10.8 & 15.4 & \Delta Lux & 52.6 & 10.3 \\
Avginc & .478 & .22 & \Delta Avginc & 152.1 & .5 & 22. & \Delta Avginc & .10 & .29 \\
Dhw & -15.3 & 6.7 & \Delta Dhw & -5.0 & 15.9 & 9.2 & \Delta Dhw & -1.4 & 11.2 \\
Lotarea & 3.2 & 2.3 & \Delta Lotarea & 4.1 & 2.3 & 2.0 & \Delta Lotarea & 5.6 & 2.2 \\
rnb & 6.6 & 4.9 & \Delta Nrb & 3.3 & 4.9 & 3.6 & \Delta Nrb & 2.5 & 4.5 \\
Usespc & 21.1 & 11.0 & \Delta Usespc & 36.5 & 12.0 & 9.3 & \Delta Usespc & 36.5 & 11.1 \\
$\gamma_1$ & 7.5 & 2.2 & $\gamma_2$ & -3.2 & 2.5 & $\gamma_2$ & 6.2 \\
$R^2$ & 424.3 & 1 & $R^2$ & 309.2 & 2 & $R^2$ & 324.8 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{lrr}
\hline
Data with Parametric Effect Removed & Estimated Location Effects \\
\hline
$\hat{\gamma}_1$ & 7.5 & 2.2 & $\hat{\gamma}_2$ & -3.2 & 2.5 & $\hat{\gamma}_2$ & 6.2 \\
$R^2$ & 424.3 & 1 & $R^2$ & 309.2 & 2 & $R^2$ & 324.8 \\
\hline
\end{tabular}
\end{table}

1 Under the null that location has no effect, $f$ is constant, $\hat{\gamma}_2^2 = 507.4$. 2Data reordered using nearest neighbor algorithm for $(x_1,x_2)$, $t=1,...,T$ $(T=92)$. Then all variables differenced $\Delta w_t = w_t - w_{t-1}$, followed by ordinary least squares. Standard errors multiplied by $\sqrt{15}$. (set $m=1$ in equation [3.12]). HCSE’s are heteroscedasticity consistent standard errors. Dependent variable is $\Delta$ \textsc{sale price}. 3Data reordered according to nearest neighbor algorithm, then all variables differenced $\Delta w_t = .809w_t - .5w_{t-1} - .309w_{t-2}$, followed by ordinary least squares. OLS standard errors multiplied by $\sqrt{1.25}$ (set $m = 2$ in equation [3.12]). Dependent variable is $\Delta$ \textsc{sale price}. 4Smoothed estimate obtained using \textsc{loess} function in \textsc{s-Plus}. Dependent variable is $y_t - z_t \hat{b}_{\text{diff}}$ where $\hat{b}_{\text{diff}}$ is calculated using first order differencing.
metric least squares methods. The third estimator, which is based on differencing, circumvents this initial step. Each estimator has a variance that shrinks to zero at 1/T (indeed, each is \( T^{1/2} \)-consistent) as well as being asymptotically normal. The relative efficiency of the differencing estimator improves with higher order of differencing, if "optimal" differencing weights are used.

The partial linear model discussed above is part of the much larger class of semiparametric models. The most closely related are partial parametric models, \( y = \mu(x; \beta) + f(x) + \varepsilon \), where \( \mu \) is a known function but \( f \) and \( \beta \) remain unknown. Each of the techniques described above may be used to obtain \( T^{1/2} \) consistent estimators in partial parametric models.

An important class of semiparametric models is index models which are of the form \( y = f(x; \beta) + \varepsilon \); \( x \) and \( \beta \) are vectors. Both \( f \) and \( \beta \) are unknown (\( x; \beta \) is the 'index', in this case linear); \( T^{1/2} \) consistent estimation of \( \beta \) is also possible (see Hidehiko Ichimura 1993, as well as Roger Klein and Richard Spady 1993). Other important references on semiparametric models include Stoker (1991), Gary Chamberlain (1992), Andrews (1994b), Newey (1994), Linton (1995a), and Joel Horowitz (1996).

4. Constrained Estimation and Hypothesis Testing

4.1 Introduction

Economic theory rarely dictates a specific functional form. Instead, it typically specifies a collection of potentially related variables and general functional properties of the relationship. For example, economic theory may imply that the impact of a given variable is positive or negative (monotonicity), that doubling of prices and incomes should not alter consumption patterns (homogeneity of degree zero), that a proportionate increase in all inputs will increase output by the same proportion (constant returns to scale or, equivalently, homogeneity of degree one), that the effect of one explanatory variable does not depend on the level of another (additive separability), that the relationship possesses certain curvature properties such as concavity or convexity or that observed consumption patterns result from optimization of utility subject to a budget constraint (the maximization hypothesis).

Empirical investigation is then required to assess whether one or another variable is significant or whether a particular property holds. In parametric regression modelling, a functional form is selected and properties are tested by imposing restrictions on the parameters. However, rejection of a hypothesis may be a consequence of the specific functional form that has been selected (but not implied by economic theory). Thus, while the translog production function is richer and more flexible than the Cobb-Douglas, it may not capture all the interesting features of the production process and may indeed lead to incorrect rejection of restrictions. Nonparametric procedures, on the other hand, provide both richer families of functions and more robust tests for assessing the implications of economic theory. Within this framework it is also possible to test whether a specific parametric form is adequate.

In the following sections, we therefore focus on the imposition of additional constraints on nonparametric regression estimation, such as separability and monotonicity, and on testing of hypotheses, particularly specification and significance.\(^{26}\)

\(^{26}\) We will not consider tests on the stochastic structure of the residuals, such as heteroscedasticity or autocorrelation.
However, before proceeding, we provide some standardized notation (the ideas are illustrated graphically in Figure 12). Begin with the true model:

$$y = f(x) + \varepsilon. \quad (4.1)$$

We will maintain that $f$ lies in the set $\mathcal{F}$, which is a smooth set of functions. We will want to estimate $f$ subject to constraints of the form $f \in \mathcal{F} \subset \mathcal{F}$ where the set $\mathcal{F}$ combines smoothness with additional functional properties. We denote the restricted estimator as $f_{\text{res}}$ with corresponding estimated residual variance:

$$s_{\text{res}}^2 = \frac{1}{T} \sum (y_t - \hat{f}_{\text{res}}(x_t))^2. \quad (4.2)$$

Our general null and alternative hypotheses will be of the form:

$$H_0: f \in \mathcal{F} \quad H_1: f \in \mathcal{F} - \mathcal{F}. \quad (4.3)$$

We will assume that $\hat{f}_{\text{res}}$ converges to some function $\tilde{f}$ in the restricted set $\mathcal{F}$. When the null hypothesis is true, $\overline{f}$ and $f$ are identical (since $f \in \mathcal{F}$), and the restricted estimator converges to $\overline{f} = f$.

One final important notational convention. Since certain tests will depend on the difference between the true regression function and the closest function in $\mathcal{F}$, we will reserve special notation for it. In particular:

$$f_A = f - \overline{f} \quad (4.4)$$

If the null hypothesis is true, $f_A = 0$.

### 4.2 Specification Tests

To fix an objective, let us return momentarily to Figure 10, Returns to Scale in Electricity Distribution. Four estimates of the scale effect are illustrated: kernel, nonparametric least squares, spline, and a simple quadratic model. Inspection suggests that the quadratic provides a fit strikingly similar to all three nonparametric estimates (indeed, it tracks the nonparametric least squares estimate very closely). This is reinforced by the observation that the estimate of the residual variance does not decrease markedly as one moves from the completely parametric model ($s_{\text{res}}^2 = 1259.75$) to the differencing estimator ($s_{\text{diff}}^2 = 1249.7$). Our objective will be to parlay these casual observations into a formal test of the quadratic specification.28

#### 4.2.1 A Simple Differencing Test of Specification

To motivate our first and simplest test we return to the idea of differencing, but this time in a purely nonparametric setting. Suppose one is given data $(y_{11}, x_1) \ldots (y_{NT}, x_T)$ on the model

$$y = f(x) + \varepsilon$$

where all variables are scalars, $\varepsilon_t$ are i.i.d. with mean 0, variance $\sigma_\varepsilon^2$, and independent of $x$. The $x$'s are drawn from a distribution with support, say the unit interval, and once again we have rearranged the data so that $x_1 \leq \ldots \leq x_T$. If we first difference to obtain $y_t - y_{t-1} = f(x_t) - f(x_{t-1}) + \varepsilon_t - \varepsilon_{t-1}$ and define

$$s_{\text{diff}}^2 = \frac{1}{2T} \sum (y_t - y_{t-1})^2, \quad (4.5)$$

then as the typical distance between $x_t$ and $x_{t-1}$ goes to zero, $s_{\text{diff}}^2$ converges to $\sigma_\varepsilon^2$. Suppose under the null, the regression function is hypothesized to be quadratic and we obtain an estimate of the variance

$$s_{\text{res}}^2 = \frac{1}{T} \sum (y_t - \hat{\xi}_0 - \hat{\xi}_1 x_t - \hat{\xi}_2 x_t^2)^2. \quad (4.6)$$

If the null hypothesis is true, then

$$V = \frac{T^{1/2}(s_{\text{res}}^2 - s_{\text{diff}}^2)}{s_{\text{diff}}^2} \sim N(0,1). \quad (4.7)$$

28 There is a huge literature on specification testing. See James MacKinnon (1992) and White (1994). In this section we focus specifically on tests where the alternative involves a nonparametric component to the regression function.
If the null is false, \( V \) grows large.\(^{29}\) The test procedure may be applied not only in a pure nonparametric setting, but also to the partial linear model

\[
y = z\beta + f(x) + \varepsilon.
\]

To test the quadratic specification for the scale effect in electricity distribution costs, obtain \( s_{res}^2 \) by regressing \( y \) on \( z, x \) and \( x^2 \). Obtain \( s_{diff}^2 \)

\(^{29}\) Higher order differencing may also be used to obtain \( s_{diff}^2 \). See also Plosser, Schwert, and White (1982) who propose specification tests that are based on differencing but that do not involve reordering of the data.
Figure 13. Differencing Test of Specification — Implementation

HYPOTHESES: given data \(y_1, x_1\) \(\ldots\) \(y_T, x_T\) on the model \(y = f(x) + \varepsilon\), test parametric null against nonparametric alternative. Below, the parametric null is a quadratic function.

STATISTIC: \(V = T^{1/2} \frac{(s_{res}^2 + s_{diff}^2)}{s_{diff}^2} - N(0,1)\) under \(H_0\)

TEST PROCEDURE
1. Reorder data so that \(x_1 \leq \ldots \leq x_T\)
2. Calculate \(s_{diff}^2 = \frac{1}{2T} \sum (y_t, y_{t+1})^2\)
3. Perform restricted regression of \(y\) on \(x, x^2\) to obtain \(\hat{\gamma}_0 + \hat{\gamma}_1 x_t + \hat{\gamma}_2 x_t^2\).
4. Calculate \(s_{res}^2 = \frac{1}{T} \sum (y_t - \hat{\gamma}_0 - \hat{\gamma}_1 x_t - \hat{\gamma}_2 x_t^2)^2\).
5. Calculate \(V\) and perform one-sided test comparing to critical value from a \(N(0,1)\)

Application to Returns to Scale in Electricity Distribution (See Figure 10). The model is \(y = z \beta + f(x) + \varepsilon\) and we wish to test a quadratic specification for \(f\). First, obtain a \(T^{1/2}\) consistent estimator of \(\beta\) such as the differencing estimator of equation (3.12). Calculate \(y_t, z_t, \beta\) and apply the above procedures to this newly defined dependent variable. Using S-Plus we obtain \(V = 0.131\) which supports a quadratic model for the scale effect. To test significance of the nonparametric variable specify a constant function for \(f\). In this case we obtain \(V = 3.37\) so that the scale variable is significant.

Notes: The derivation of the distribution of \(V\) is straightforward. In large samples, \(s_{diff}^2 = \frac{1}{2T} \sum (\varepsilon_t, \varepsilon_{t+1})^2 \approx \frac{1}{T} \sum \varepsilon_t^2 - \frac{1}{T} \sum \varepsilon_t \varepsilon_{t+1}\)

by applying equation (3.13). The value of the test statistic is \(V = 0.131\) in which case the quadratic model appears to be adequate. (See Figure 13 for an implementation summary.)

A test of significance of the nonparametric variable \(x\) is a special case of the above procedure—in this case the null hypothesis is that \(f\) is a constant function. Regressing \(y\) only on \(z\) we obtain \(s_{res}^2 = 1508.5\) in which case \(V = 3.37\) so that scale is a statistically significant factor in the costs of distributing electricity.

The procedure described above may be applied if \(x\) is two- or three-dimensional, but more sophisticated rules for reordering the data so that the \(x\)'s are close, are required. The test is generally not valid if the dimension of \(x\) exceeds 3.

4.2.2 A Conditional Moment Test of Specification. Qi Li (1994) and John Xu Zheng (1996) propose a conditional moment test of specification against a parametric null. This test may be motivated by writing

\[ y - \bar{f}(x) = f(x) - \bar{f}(x) + \varepsilon = f_\Delta(x) + \varepsilon. \] (4.8)

We assume that the restricted regression estimator \(\hat{f}_{res}\) estimates \(\bar{f}\) consistently and note that if the null hypothesis is true, that is, if \(f_\Delta = 0\) then \(f_\Delta = 0\). Thus, if we do an “auxiliary” regression of the estimated residuals \(y_t - \hat{f}_{res}(x_t)\) on \(x_t\) to estimate \(f_\Delta\) and perform a significance test, then we will have a test of the null hypothesis \(f_\Delta \in \mathcal{F}\).\(^{30}\)

In fact, the moment condition that we will consider involves a slight variation on this idea. Consider the following:

\[ E_x \varepsilon_t(x)(y - \bar{f}(x))f_\Delta(x)p_\varepsilon(x) = E_x f_\Delta^2 \geq 0 \] (4.9)

This idea, of course, is not new and has been exploited extensively for purposes of specification testing in parametric regression models (see for example, MacKinnon 1992).
where $p_x(x)$ is the density of $x$. Recall that the numerator of the kernel estimator in equation (2.2) consistently estimates the product of the regression function and the density of $x$. Thus, a sample analogue for the left expression of (4.9) may be obtained by calculating

$$U = \frac{1}{T} \sum_{t} (y_t - \hat{f}_{\text{res}}(x_t)) \left[ \frac{1}{\lambda T} \sum_{s \neq t} (y_s - \hat{f}_{\text{red}}(x_s)) K \left( \frac{x_s - x_t}{\lambda} \right) \right].$$

(4.10)

To interpret this expression, note that the term in square brackets may be thought of as an estimator of $f_\lambda(x_t)p_x(x_t)$. If the null hypothesis is true, then

$$T^{1/2} U \sim N(0, 2\sigma^2 U \int p^2(x) K^2(u)), \quad (4.11)$$

where $\sigma^2_U = \text{Var}(U) = 2\sigma^2 \int p^2(x) K^2(u)/\lambda T^2$

may be estimated using

$$\hat{\delta}_U^2 = \frac{2}{\lambda^2 T^4} \sum T \sum_{s \neq t} (y_t - \hat{f}_{\text{res}}(x_t))^2 (y_s - \hat{f}_{\text{red}}(x_s))^2 K^2 \left( \frac{x_s - x_t}{\lambda} \right),$$

(4.12)

so that $U/\hat{\delta}_U \sim N(0,1)$. Both $U$ and $\hat{\delta}_U^2$ are relatively straightforward quadratic forms which involve the residuals from the parametric regression.

Returning to our example on Returns to Scale in Electricity Distribution, Figure 14 plots the estimated residuals from the regression of $y$ on $z$, $x$ and $x^2$. Casual observation suggests that there is no further relationship between $y$ and $x$.

Testing the quadratic specification formally, we obtain $U/\hat{\delta}_U = .168$ so that the null hypothesis is not rejected. As with the differencing test, we can perform a nonparametric test of significance of the $x$ variable by inserting a constant function for $f$ in the restricted model. In this case, $U/\hat{\delta}_U = 2.82$, indicating significance of the scale variable.

The test generalizes readily to the case where $x$ is a vector and the bootstrap may be used to obtain critical values.

### 4.2.3 Other Specification Tests

Bierens (1990) considers a moment condition of the form

$$E_{\varepsilon}[e^{\tau}(y - \bar{f}(x))] = E_{\varepsilon}[e^{\tau}(f(x) - \bar{f}(x))]$$

(4.13)

which for (almost) any real number $\tau$ does not equal 0 if the null hypothesis is false. (The expressions equal 0 if the null is true since $\bar{f} = \bar{f}$.) Bierens proposes a test based on a sample analogue of the left expression.

Härdle and Mammen (1993) base their specification test on the integrated squared difference $I_T = \int (\hat{f}_{\text{res}}(x) - \hat{f}_{\text{unr}}(x))^2 dx$ where $\hat{f}_{\text{unr}}$, the unrestricted estimator, is a kernel estimator of $f$. The restricted estimator $\hat{f}_{\text{res}}$ is (for technical reasons a smoothed version of) the parametric estimator of $f$. In simulations, Härdle and Mammen find that the normal approximation to the distribution of their test statistic is substantially inferior to bootstrapping the critical values of the test statistic. They demonstrate that the “wild” bootstrap (see Appendix B) yields a test procedure that has correct asymptotic size under the null and is consistent under the alternative. (They also demonstrate that conventional bootstrap procedures fail.) The test can be applied to circumstances where $x$ is a vector and where $\varepsilon$ is heteroscedastic.

Yongmiao Hong and White (1995) propose tests based on series expansions, in particular the flexible Fourier form (Ronald Gallant 1981). The unrestricted regression model is given by

$$f(x) = \delta_0 + \delta_1 x + \delta_2 x^2 + \sum_{j=1}^{n} \gamma_j \cos(jx) + \gamma_3 \sin(jx)$$

(4.14)
HYPOTHESES: given data \((y_1, x_1), \ldots, (y_T, x_T)\) on the model \(y = f(x) + \varepsilon\), test parametric null against nonparametric alternative. Below, the parametric null is a quadratic function.

STATISTIC: We implement using the uniform kernel so that \(K^2 = 1\). With only slight abuse of notation, let \(K_{st}\) be the st-th entry of the kernel matrix defined below:

\[
U = \frac{1}{T} \sum_{t} (y_t - \hat{\gamma}_0 - \hat{\gamma}_1 x_t - \hat{\gamma}_2 x_t^2) \left[ \frac{1}{\lambda T} \sum_{s \neq t} (y_s - \hat{\gamma}_0 - \hat{\gamma}_1 x_s - \hat{\gamma}_2 x_s^2) K_{st} \right] - N\left(0, \frac{2\sigma^2 \int p^2(x)}{\lambda T^2}\right)
\]

TEST PROCEDURE
1. Perform (restricted) regression \(y\) on \(x\) and \(x^2\) to obtain \(\hat{\gamma}_0 - \hat{\gamma}_1 x_t - \hat{\gamma}_2 x_t^2\).
2. Calculate the kernel matrix \(K_{st}\) as follows:
   \(K_{st} = 1\) if \(|x_t - x_s| \leq \lambda/2\) \(s \neq t\) (note that diagonal elements \(K_{tt} = 0\))
   \(K_{st} = 0\) otherwise
3. Calculate \(U\)
4. Define \(\sigma_U^2 = \text{Var}(U) = 2 \sigma^2 \int p^2(x)/\lambda T^2\) and estimate it using
   \(\hat{\sigma}_U^2 = \frac{2}{T^2 \lambda^2} \sum_{t} \sum_{s \neq t} (y_t - \hat{\gamma}_0 - \hat{\gamma}_1 x_t - \hat{\gamma}_2 x_t^2)^2 (y_s - \hat{\gamma}_0 - \hat{\gamma}_1 x_s - \hat{\gamma}_2 x_s^2)^2 K_{st}\)
   (Note that since we are using the uniform kernel, \(K_{st}^2 = K_{st}\))
5. Perform a one-sided test comparing \(U/\hat{\sigma}_U\) to the critical value from the \(N(0,1)\).

APPLICATION TO RETURNS TO SCALE IN ELECTRICITY DISTRIBUTION: (See Figure 10). Under the alternative, the model is \(y = z\beta + f(x) + \varepsilon\) which we wish to test against \(y = z\beta + \gamma_0 + \gamma_1 x + \gamma_2 x^2 + \varepsilon\). Heuristically, we want to perform a nonparametric regression of the estimated residuals from the latter on \(x\). Visual examination of these residuals (below) suggests no relationship with \(x\). Implementing in S-Plus we obtain \(U/\hat{\sigma}_U = .168\) indicating acceptance of a quadratic model for the scale effect. To test significance, specify a constant function for \(f\). In this case we obtain \(U/\hat{\sigma}_U = 2.82\) so that the scale variable is significant.

ESTIMATED RESIDUALS FROM PARAMETRIC REGRESSION: \(\hat{e}_t = y_t - z_t \hat{\beta} - \hat{\gamma}_0 - \hat{\gamma}_1 x_t - \hat{\gamma}_2 x_t^2\)

![Diagram showing estimated residuals from parametric regression.](image-url)
mating the parametric model under the null.


4.2.4 Significance Tests. The simplest nonparametric significance tests are those where the null hypothesis is of the form $f(x) = \mu; \mu$ is a constant. In this case, the null model is entirely parametric and so all specification testing methodologies described above immediately yield tests of significance of this kind. If $x$ is a vector, then this null hypothesis corresponds to testing the joint significance of all the explanatory variables.$^{31}$

What is more challenging (and much more useful) is the derivation of tests of significance for a subset of the explanatory variables. In this case, the null hypothesis involves a nonparametric component and so the above tests can no longer be directly applied. (For example, suppose one is estimating the model $y = f(x_1, x_2) + \varepsilon$ and the null hypothesis is that $y = f(x_1) + \varepsilon$.) However, the conditional moment test may be extended to this case. (See, for example, Fan and Li 1996.)

4.3 Additive Separability

The curse of dimensionality which haunts nonparametric estimation has focussed attention on improving the rate of convergence of nonparametric estimators. Additive models which in the simplest case are of the form $f(x_a, x_b) = f_a(x_a) + f_b(x_b)$ provide a useful compromise between a more rapid rate of convergence and a loss in the richness of the set of functions that can be approximated.$^{32}$ For example, if $x_a$ and $x_b$ are scalars, then the optimal rate of convergence that a nonparametric estimator can achieve is the same as if $f$ were a function of only one variable. On the other hand, the additive model does not encompass such relatively common specifications as the multiplicative model $f(x_a, x_b) = x_a \cdot x_b$.

An important and useful feature of additive models is the ease with which the effects of different variables may be summarized. Consider, for example, per capita gasoline consumption as a function of per capita disposable income and the price of gasoline. If the two effects are indeed additive, then they may be represented on separate graphs. As may be seen in Figure 15, price has a strong negative effect on demand, while income a strong positive effect. (The data are from Jeffrey Simonoff 1996, Appendix A.)

4.3.1 A General Estimation Algorithm—Backfitting. A powerful and general algorithm used to estimate additively separable models is motivated by the observation that

$$E[y - f_a(x_a) | x_b] = f_b(x_b)$$

and

$$E[y - f_b(x_b) | x_a] = f_a(x_a). \quad (4.15)$$

If $\hat{f}_a$ is a good estimate of $f_a$ then we may estimate $f_b$ by nonparametric regression of $y - \hat{f}_a(x_a)$ on $x_b$. (A parallel argument holds for estimation of $f_a$.) Beginning with these observations, the algorithm in Table 2 has been widely studied. The initial estimates $\hat{f}_a^0, \hat{f}_b^0$ may be set to zero or to the estimates from a parametric procedure (such as a linear regression).

$^{31}$ See Stoker (1989) who, in addition to proposing tests of significance, develops tests of symmetry and homogeneity, and general tests of additive derivative constraints.

MODEL: given the model \( y = f_a(x_a) + f_b(x_b) + \varepsilon \), where \( y \) is per capita gasoline consumption, \( x_a, x_b \) are per capita income and the real price of gasoline. Data are from Simonoff (1996). The procedure uses the back-fitting algorithm applying spline estimation to each component. Estimation is performed using the gam function in S-Plus. Partial residuals are given by \( y_t - f_b(x_{bt}) \) and \( y_t - f_a(x_{at}) \) respectively. Bands represent point-wise standard errors.

Estimated Effect of Per Capita Income on Gasoline Consumption

Estimated Effect of Real Price of Gasoline on Consumption

The procedure may be generalized in the obvious fashion to additively separable models with more than two additive terms where each term may be a function of several variables. Parametric components may also be included. Assuming that optimal nonparametric estimators are applied to each component, the rate of convergence of the estimated regression function equals the rate of convergence of the component with the largest number of explanatory variables.

In performing the component nonparametric regressions, a variety of techniques may be used, including kernel and spline estimation. Indeed, the algorithm is particularly versatile in that
different techniques may be selected for different components. For example, $f_a$ may be estimated using kernel regression and $f_b$ using nonparametric least squares (or even nonparametric least squares subject to constraints). The algorithm is available in S-Plus using the function `gam` (generalized additive model) which we have applied in Figure 15.

4.3.2 Further Comments. It is also possible to estimate the component functions simultaneously using nonparametric least squares or spline procedures. For example, the infinite dimensional optimization problem

$$\min_{f_a,f_b} \frac{1}{T} \sum_t [y_t - f_a(x_{at}) - f_b(x_{bt})]^2$$

subject to $\|f_a + f_b\|_{2,b} \leq L$ \hspace{1cm} (4.16)

can be rewritten as a finite dimensional optimization problem with a quadratic objective function and a quadratic constraint. A similar procedure is available if the model is multiplicatively separable, for example, $f(x_a,x_b) = f_a(x_a) \cdot f_b(x_b)$. Note that this restriction is useful in imposing homotheticity.\footnote{For related work see Daniel Barry (1993), Eubank et al., (1995), and Gozalo and Linton (1997).}

4.4 Monotonicity

Economic theory often leads to predictions that a certain effect should be positive or negative. (Indeed, one of the most common complaints expressed by students in econometrics is that despite all their efforts, coefficient estimates are of the wrong sign.) The imposition and testing of inequality constraints on coefficients of parametric models is a well-studied problem (see Frank Wolak 1989 and references therein). The imposition of monotonicity restrictions in nonparametric regression has also been studied extensively. The isotonic regression literature, in the simplest case, considers least squares regression subject only to monotonicity constraints: that is, given data $(y_t,x_t)$ \ldots $(y_T,x_T)$ on the model $y_t = f(x_t) + \varepsilon_t$, solve

$$\min_{\hat{y}_1, \ldots, \hat{y}_T} \frac{1}{T} \sum_t (y_t - \hat{y}_t)^2$$

$$\hat{y}_t \leq \hat{y}_s \text{ for } x_s \leq x_t. \hspace{1cm} (4.17)$$

This literature goes back several decades (see for example, Richard Barlow et al 1972, and Tim Robertson et al 1988).


4.4.1 Why Monotonicity May Not Enhance the Rate of Convergence. Suppose we are interested in imposing and testing monotonicity \textit{while maintaining smoothness}. That is, the unrestricted set \( \mathcal{S} \) consists of smooth functions while the restricted set \( \mathcal{S} \) imposes in addition monotonicity (recall Figure 12). If the

---

**TABLE 2**

**THE BACKFITTING ALGORITHM**

<table>
<thead>
<tr>
<th>Initialization</th>
<th>Select initial estimates $f_a, f_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iteration</td>
<td>Obtain $\hat{f}_a$ by nonparametric regression of $y - \hat{f}_a^{-1}(x_a)$ on $x_a$</td>
</tr>
<tr>
<td></td>
<td>Obtain $\hat{f}_b$ by nonparametric regression of $y - \hat{f}_b^{-1}(x_b)$ on $x_b$.</td>
</tr>
<tr>
<td>Convergence</td>
<td>Continue iteration until there is little change in individual function estimates</td>
</tr>
</tbody>
</table>

*Note: See Hastie and Tibshirani (1990, Ch. 4 and references therein).*
true regression function is strictly monotone, then monotonicity constraints will not improve the rate of convergence. \(^{34}\)

To see why this is the case, consider the following example in a simplified parametric setting. Suppose we are estimating the model \(y = \mu + \epsilon\) subject to the constraint \(\mu \leq 2\). The usual (unconstrained) estimator of \(\mu\) is the sample mean \(\bar{y}\). An estimator \(\hat{\mu}\) which incorporates the inequality constraint would set \(\hat{\mu} = \bar{y}\) if \(\bar{y} \leq 2\), and \(\hat{\mu} = 2\) if \(\bar{y} > 2\). If the true mean is, say, 1.5, then as sample size increases, the probability that the unconstrained estimator equals the constrained estimator goes to one. Thus, the constraint becomes nonbinding.

In nonparametric regression, an analogous result holds. If the true function is strictly monotone (that is, if the first derivative is bounded away from zero), then with sufficient smoothness assumptions, the monotonicity restrictions become nonbinding as sample size increases. (Thus if the first derivative is estimated consistently, as sample size increases, the derivative estimate will also be bounded away from zero with probability going to 1.) The constrained estimator then has the same convergence rate as the unconstrained estimator. \(^{35}\) This negative finding, however, does not imply that monotonicity will be uninformative in small samples or in the absence of smoothness assumptions. (Nor does it preclude testing for the presence of this property.) Indeed, one could argue that given the paucity of a priori information present in nonparametric estimation, any additional constraints should be exploited as far as possible, particularly in moderately sized samples. (Recall Figure 5 where the imposition of monotonicity results in better fit.)

4.4.2 Procedures for Combining Smoothness with Monotonicity. Mammen (1991) analyzes two estimators which combine smoothing with monotonicity constraints in estimation. The first estimator consists of two steps: smoothing of the data by applying a kernel estimator, followed by determination of the closest set of monotonic points to the smoothed points. That is, given data \((y_1, x_1), \ldots, (y_T, x_T)\), let \((\bar{y}_1, x_1), \ldots, (\bar{y}_T, x_T)\) be the set of points obtained by applying a kernel estimator, then solve

\[
\min_{\theta_1, \ldots, \theta_T} \frac{1}{T} \sum_{t=1}^{T} (\bar{y}_t - \hat{y}_t)^2
\]

\[
\hat{y}_t \leq \bar{y}_t \quad \text{for } x_t \leq x_t. \quad (4.18)
\]

The second estimator examined by Mammen reverses the two steps. \(^{36}\) An alternative approach involves augmenting the nonparametric least squares optimization problem (2.15) or (2.16) with monotonicity constraints.

4.4.3 Further Comments. Concavity restrictions can be imposed on nonparametric least squares. If sufficient derivatives are bounded and if the true regression function is strictly concave, then the concavity constraints will not enhance the large sample rate of convergence.

Considerably more complex systems of constraints, such as the inequalities of Sydney Afriat (1967) which embody the implications of demand theory, can also be imposed on nonparametric least squares estimators.

Finally, techniques for estimating sev-

\(^{34}\)Van de Geer (1990) demonstrates that if one imposes monotonicity only, as in (4.17), then \(\|f - f\|^2 = O_P(T^{-2/3} \log T^{2/3})\).

\(^{35}\)Uterras (1984), and Mammen (1991) find this result for different estimators.

\(^{36}\)The optimization problem (4.18) may be implemented in GAMS (Brooke et al. 1992). Implementation is also available in XploRe (Härle et al. 1995), using the function monreg.
eral nonparametric regressions (which may be "similar in shape") have been developed. Applications include Engel curve modelling and panel data. (See Coenraad Pinkse and Robinson 1995; Ramsay and Bernard Silverman 1997; Yatchew 1998.)

4.5 Reprise

Section 4 of the paper has focussed on constrained estimation and hypothesis testing. Because of the curse of dimensionality and the consequences for convergence rates, it is extremely desirable to improve the accuracy of estimates by validating parametric specifications. Accordingly, we have provided implementation details for two specification tests where the alternative is nonparametric. Reducing the number of explanatory variables or imposing a separable structure also enhances convergence rates. For this purpose, tests of significance and separability are useful.

The discussion of estimation subject to monotonicity constraints underlines one of the advantages of the nonparametric least squares estimator: such constraints can be imposed relatively easily. Indeed, estimation subject to concavity constraints and other implications of economic theory can also be incorporated into nonparametric least squares or the related spline estimation procedures with little difficulty.

As in parametric approaches, a general methodology for testing hypotheses can be based upon an examination of the residuals from the constrained regression. If the null hypothesis is true, these residuals should be unrelated to the explanatory variables. Thus, the procedure involves a nonparametric regression of the constrained residuals on all explanatory variables. The resulting test, which can be applied in a wide variety of circumstances, is based on a conditional moment procedure.37

5. Extensions And Technical Details

5.1 Modular Analysis of the Partial Linear Model

The watchful reader may have noticed that our applications of the partial linear model \( y = z\beta + f(x) + \epsilon \) leave some untidy loose ends. Typically our analysis is divided into two components: first we obtain a \( T^{1/2} \)-consistent estimate of \( \beta \) and undertake inference procedures on \( \beta \) as if \( f \) were not present in the model. Then we analyze \( f \) by performing nonparametric estimation and inference on the newly constructed data \( (y_t, z_t, x_t) = (y_t - z_t\beta, x_t) \) as if \( \beta \) were known. Is such a modular approach valid? Separate analysis of the parametric portion is justified by virtue of results like (1.3) or (3.12). However, we have to this point not commented on the appropriateness of our analysis of the nonparametric part.

Suspicion mounts if one reflects for a moment on the case where \( f \) is parametric; for example, \( y = z\beta + x\delta + \epsilon \). Suppose one obtains a \( T^{1/2} \)-consistent estimate of \( \beta \) (say by doing ordinary least squares on the whole model), then one applies ordinary least squares to the constructed data set \( (y_t - z_t\beta, x_t) \) to obtain \( \delta \). Assume further that \( (y_t, z_t, x_t) \) are sampled randomly from a joint distribution and that \( x \) and \( z \) are correlated. The estimate of the variance of \( \delta \) produced by a standard software package \( (\hat{\delta}_i^2/\Sigma x_i^2) \) will be incorrect. To see this, rewrite the estimator as

37 For related papers on nonparametric estimation and testing with constraints such as additive separability, monotonicity, concavity or demand theory, see also Larry Epstein and Yatchew (1985), Hal Varian (1985, 1990), Rosa Matzkin (1994) and references therein, Jerry Hausman and Newey (1995), and Yatchew and Bos (1997).
\[
\hat{\beta} = \frac{1}{T} \sum (y_t - z_t \hat{\beta}) x_t
\]

\[
= \frac{1}{T} \sum x_t^2 + (\beta - \hat{\beta}) \frac{1}{T} \sum x_t z_t
\]

\[
= \delta + \frac{O_p(T^{-1/2})}{O_p(1)} + \frac{O_p(T^{1/2})}{O_p(1)} (\text{5.1})
\]

There are two random terms, each of the same order (the first is due to the variation in \(\varepsilon\); the second results from using \(\hat{\beta}\) instead of \(\beta\)) and if one estimates \(\text{Var}(\hat{\delta})\) using \(\hat{\delta}^2 / \sum x_t^2\) then one is incorporating only the first one. Indeed, two-stage estimation in purely parametric models often involves adjusting second stage standard errors based on a first-stage procedure.

The partial linear model does not suffer from this additional burden. Essentially, the reason is that the parametric portion of the model converges more quickly than the nonparametric portion so that analysis of the nonparametric portion can proceed as if the parametric portion were known. To see this a little more precisely, suppose we perform a kernel regression of \(y_t - z_t \hat{\beta}\) on \(x_t\) where we assume uniformly distributed \(x\)'s and the uniform kernel. Then, recalling (2.3) we have

\[
\hat{f}(x_o) \equiv \frac{1}{\lambda T N(x_o)} \sum f(x_t)
\]

\[
= \frac{1}{\lambda T N(x_o)} \sum f(x_t) + \frac{1}{\lambda T N(x_o)} \sum \varepsilon_t + (\beta - \hat{\beta}) \frac{1}{\lambda T N(x_o)} \sum z_t
\]

\[
\equiv f(x_o) + \frac{1}{2} f''(x_o) \frac{1}{\lambda T N(x_o)} \sum (x_t - x_o)^2 + \frac{1}{\lambda T N(x_o)} \sum \varepsilon_t + (\beta - \hat{\beta}) \frac{1}{\lambda T N(x_o)} \sum z_t. \quad \text{(5.2)}
\]

Each summation will have approximately \(\lambda T\) terms, so that in each case we are calculating a simple average. Recall that the term involving the second derivative corresponds to the bias (see Section 2.1), the next corresponds to the variance term, and the last is the term arising out of the two-stage estimation procedure. Following (2.5),

\[
\hat{f}(x_o) - f(x_o) = O(\lambda^2) + O_P((\lambda T)^{-1/2}) + O_P(T^{1/2}) O_P(1)
\]

\[
= O(T^{-2/5}) + O_P(T^{-2/5}) + O_P(T^{1/2}) O_P(1)
\]

\[
\text{if } \lambda = O(T^{-1/5}). \quad \text{(5.3)}
\]

Consistency of the kernel estimator is unaffected, since all three terms converge to zero (we continue to require \(\lambda \to 0\), \(T \lambda \to \infty\)). The optimal rate of convergence is unaffected—\(\lambda = O(T^{-1/5})\) still minimizes the rate at which the (sum of the) three terms converge to zero. The order of each of the first two terms is \(O_P(T^{-2/5})\), while the third term converges to zero more quickly and independently of \(\lambda\). Confidence intervals may also be constructed as before (see 2.9), since

\[
(\lambda T)^{1/2}(\hat{f}(x_o) - f(x_o))
\]

\[
= O((\lambda T)^{1/2} \lambda^2) + O_P(1) + O_P(T^{1/2}) \quad \text{(5.4)}
\]

\[
= O(1) + O_P(1) + O_P(T^{-1/10}) \text{ if } \lambda = O(T^{-1/5})
\]

and the third term goes to zero, albeit slowly. If the optimal bandwidth \(\lambda = O(T^{-1/5})\) is selected, then confidence intervals must correct for a bias term.

Returning to nonparametric least squares estimation (Section 2.2), if we regress \(y_t^* = y_t - z_t \hat{\beta}\) on \(x_t\), the estimator \(\hat{f}\) remains consistent and its rate of convergence is unchanged.

The practical point is that we can separate the analysis of the parametric portion of the model from the analysis of the nonparametric portion. Given a
A $T^h$-consistent estimate of $\beta$, we may construct the new dependent variable, $y_i^* = y_t + z_i \hat{\beta}$, set aside the original $y_i$, and analyze the data $(y_i^*, x_t)$ as if they came from the pure nonparametric model $y_i = f(x_t) + \epsilon_i$. None of the large sample properties that we have discussed will be affected. This holds true regardless of the dimension of the parametric variable $z$.

Where does this leave us? Since $\hat{\beta}$ depends on $\hat{\beta}$, variation in the latter will affect variation in the former. The arguments in this section merely state that in large samples, the impact of the variation in $\hat{\beta}$ is small relative to the impact of the other terms in equation (5.2). If we want to obtain better approximations to our sampling distributions (for example by using the bootstrap), then we may not want to ignore the term associated with prior estimation of $\hat{\beta}$, the last term in (5.2) and (5.3).

5.2 The Value of Constrained Estimation

Since economic theory rarely provides parametric functional forms, exploratory data analysis and testing which rationalizes a specific parametric regression function is particularly beneficial. In this connection we have outlined two specification tests and referenced a variety of others.

Even though parametric specification is not its forte, economic theory does play a role in producing other valuable restrictions on the regression function. By specifying which variables are potentially relevant to an equation, and excluding myriad others from consideration, rate of convergence is improved. (Exclusion restrictions may come disguised, for example, as homogeneity of degree zero.) The imposition of exclusion restrictions on either local averaging or minimization estimators is straightforward—one simply reduces the dimensionality of the regression function. Other restrictions which may be driven by considerations of economic theory and which enhance convergence rates are additive separability and semi-parametric modelling. Monotonicity and concavity restrictions do not enhance the (large sample) rate of convergence if sufficient smoothness is imposed, but are beneficial in small samples. Alternatively, their presence can be used to reduce the dependency on smoothness assumptions.

Figure 16 illustrates the consequences of imposing progressively more stringent restrictions on a model which, unbeknownst to the investigator, is linear in one variable. The benefits of learning that the model is a function of one variable rather than two are evident. The expected mean squared error (EMSE), given fixed sample size, declines by more than 40 percent as one moves from the smooth two-dimensional to a smooth one-dimensional model. This observation underscores the importance of powerful significance tests for nonparametric models. As expected, separability and partial linearity can also substantially improve the accuracy of the estimator.

5.3 Computer Software and Further Reading

Extensive software already in existence can perform many nonparametric procedures automatically. Most of the kernel estimation in this paper was performed in S-Plus, a statistical programming language with extensive graphical capabilities. S-Plus also performs a variety of other nonparametric techniques, including spline and nearest neighbor estimation, and the estimation of additively separable models. Within S-Plus, it is straightforward to implement the differencing estimator, confidence intervals for nonparametric function estimators, and bootstrapping procedures,
**Figure 16. Constrained Estimation — Simulated Expected Mean Squared Error**

**SIMULATED EMSE:** $E \left[ \frac{1}{T} \sum (\hat{\mu}(x_t) - \mu(x_t))^2 \right]$  

---

**DATA GENERATING MECHANISM:** $y = x_1 + \varepsilon, \ x_1 \in [1,2], \ \varepsilon \sim N(0,\sigma^2 = .25), \ |\|\|_{Sob}^2 = \int_1^2 (x_1^2 + 1)dx_1 = 3.33$

**ESTIMATED MODELS** $y = \hat{\mu}(\cdot) + \varepsilon, \ |\|\|_{Sob}^2 \leq 10.0$

- **SMOOTH - 2 DIM** $\hat{\mu}(\cdot) = f(x_1,x_2)$
- **SEPARABLE** $\hat{\mu}(\cdot) = f_1(x_1) + f_2(x_2)$
- **SMOOTH - 1 DIM** $\hat{\mu}(\cdot) = f(x_1)$
- **MONOTONE** $\hat{\mu}(\cdot) = f(x_1), f(x_{1l}) \leq f(x_{1r}), x_{1l} \leq x_{1r}$
- **LINEAR** $\hat{\mu}(\cdot) = B_0 + B_1x_1$

Sobolev smoothness norms are of fourth order. In each case, 1000 replications were performed.

---

as well as the tests we have discussed. An excellent reference is Venables and Ripley (1994). Other useful references include Phil Spector (1994) and John Chambers and Hastie (1993). (Complete reference manuals for the software are of course available, but this is not the place to start.)

XploRe is a relatively newer package with considerable nonparametric and semiparametric capabilities and good graphical functions. Härdle, Klinke, and Turlach (1995) provide a fine introduction to its capabilities. XploRe performs a variety of nonparametric regression

---

38 The volume of Härdle (1990), which focuses specifically on nonparametric techniques, contains numerous implementation algorithms.
procedures such as kernel, nearest neighbor, and isotonic regression. The logical learning sequence is to begin with S-Plus prior to attempting to use XploRe.

The nonparametric least squares procedures described in this paper require two steps. First, one must calculate the representor matrices that enter into the optimization problem. (The author uses Fortran for this purpose.) The resulting constrained optimization problems themselves may be solved in GAMS—General Algebraic Modelling System (Brooke, Kendrick and Meerhaus 1992). This software is designed to solve a wide range of linear, nonlinear and integer programming problems and is sufficiently versatile so that bootstrap resampling can be fully automated. It is not specifically designed for statistical use and presently has no graphic capabilities.

We note that the computational burden of bootstrap techniques will not limit their use in nonparametric estimation, since the bootstrap is particularly amenable to parallel computation. Thus, estimation could proceed simultaneously on individual bootstrap samples.


6. Conclusions

The averaging of identically distributed objects to estimate the mean of an unknown distribution involves working in a nonparametric setting. So does the use of sample moments to estimate population moments (method of moment estimation), the application of the central limit theorem to do inference on a characteristic of a population, or the construction of a histogram. All these are familiar to most applied economists. Parametric estimation such as ordinary least squares is also widely applied. And we routinely examine residuals, often subjecting them to diagnostic tests or auxiliary regressions to see if anything else is going on that is not being captured by the model.

Nonparametric regression techniques draw upon many of these ideas. When identical objects are not available, one looks at similar objects to draw inferences. Thus kernel estimation averages similarly distributed objects to estimate the collection of conditional means known as the regression function. Nonparametric least squares (which is closely related to spline estimation) minimizes the sum of squared residuals but searches over a richer set of functions (typically a set of smooth functions) than the family of straight lines. Tests on residuals (for example, the conditional moment specification test
we have described) provide a means of assessing a broad range of hypotheses such as whether the sign of the slope of a relationship changes or whether the relationship is additive, concave, or homothetic.

But there are also profound differences between conventional and nonparametric regression techniques. A common question asked in introductory econometrics courses is how one would distribute x’s on the unit interval if one wanted to learn as much as possible about a linear relationship. The answer is that one wants to maximize the variation of the x’s and this is done by dividing the x’s between the end points. The further apart they are, the better.\(^39\) In parametric regression, knowing the relationship accurately at a relatively small number of points allows one to infer the parameters and then to use the model equation to interpolate or extrapolate elsewhere. Not so for nonparametric regression. Knowing the conditional means at the end points reveals little of what transpires in between. Accurate knowledge of the relationship must be acquired in small neighborhoods covering the whole domain, and so the x’s are best distributed throughout the unit interval. (In this business, one learns about an individual by looking at close neighbors.)

Estimation problems emerge as the number of explanatory variables increases (the so-called curse of dimensionality). For a fixed number of observations, “neighbors” are much further apart in higher dimensions than in lower. For example, 100 x’s dispersed in the unit cube are more than 20 times farther apart than on the unit interval (Figure 17). If similarity declines proportionately with distance, then averaging over “neighbors” will produce much less accurate estimates in higher dimensions.

In a sense, nonparametric regression is truly empirical in spirit because data must be experienced pretty much everywhere. (The word empiricism descends from a word which means experience.) Interpolation is only deemed reliable among close neighbors, and extrapolation outside the observed domain is considered entirely speculative.

Averaging similar (but not identically distributed) observations introduces bias. One is tempted to increase the number of observations being averaged in order to reduce variance, but this increases bias as progressively less similar observations are added to the mix. The balance is struck when the increase in bias (squared) is offset by the reduction in variance.

A true sceptic would claim that since economic theory yields little in the way of specific functional forms, all relationships and all variables should be investigated nonparametrically. (Symmetric treatment of various x’s also has an aesthetic, even egalitarian, appeal.) For applied economists this is neither reasonable nor practical. The potential relevance of numerous variables would conspire with the curse of dimensionality to lead to a state of nihilism—nothing of significance could be said about anything. Fortunately, we often have much stronger priors about the influence of some variables than others, and so semiparametric specifications such as the partial linear model provide a promising route. The “curse” also increases the importance of procedures which would confirm a parametric model (specification tests) or reduce the number of explanatory variables (significance tests).

This paper introduces procedures that are relatively simple. In some

\(^39\) For the model \(y = \alpha + x\beta + \epsilon, \text{Var}(\hat{\beta}) = \frac{\sigma^2}{\Sigma (x_i - \bar{x})^2}.\)
cases, more powerful but more complex techniques are available. But increased use of even simple nonparametric techniques is part of an endogenous process where greater use will cause software developers to add more of them to econometric packages. This in turn will drive further use and further software development. However, the ultimate test of nonparametric regression techniques resides in their ability to discover new and unusual relationships.
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APPENDIX A

Some Useful Mathematical Background

Suppose \( a_T, T = 1, \ldots, \infty \) is a sequence of numbers. Then the sequence \( a_T \) is of smaller order than the sequence \( T^r \), written \( a_T = o(T^r) \) if \( T a_T \) converges to zero. For example, if \( a_T = T^{-1/4} \) then \( a_T = O(T^{-1/5}) \) since \( T^{1/5} \cdot T^{-1/4} \rightarrow 0 \). A sequence is \( o(1) \) if it converges to 0.

The sequence \( a_T \) is the same order as the sequence \( T^{-r} \), written \( a_T = O(T^{-r}) \) if \( T a_T \) is a bounded sequence. For example, the sequence \( a_T = 7 \cdot T^{-1/4} + 3 \cdot T^{-1/5} = O(T^{-1/5}) \) since \( T^{1/5} a_T \) converges to 3 and hence is a bounded sequence.

A sequence is \( O(1) \) if it is bounded.

Now suppose \( a_T, T = 1, \ldots, \infty \) is a sequence of random variables. Then, \( a_T = o_P(T^r) \) if \( T a_T \) converges in probability to zero. For example, let \( a_T = \varepsilon_T = 1/T \sum_{t=1}^{T} \varepsilon_t \) where \( \varepsilon_t \) are independently and identically distributed with mean zero and variance \( \sigma^2_\varepsilon \). Then \( E(\varepsilon_T) = 0 \), \( Var(\varepsilon_T) = \sigma^2_\varepsilon / T \). Since the mean is 0 and the variance converges to 0, the sequence \( \varepsilon_T \) converges in probability to 0.
and is $o_p(1)$. Furthermore, for any $r < \frac{1}{2}$, $\bar{\varepsilon}_T = o_p(T^{-r})$ since $\text{Var}(T \bar{\varepsilon}_T) = \sigma^2_{\varepsilon}/T^{1-2r}$ converges to 0.

Next, write $a_T = O_p(T^{-r})$ if $T a_T$ is bounded in probability.\footnote{That is, for any $\delta > 0$, no matter how small, there exists a constant $\Lambda_\delta$ and a point in the sequence $T_n$ such that for all $T > T_n$, $\text{Prob}(|a_T| > \Lambda_\delta) < \delta$.} For example, suppose $T a_T$ converges to a random variable with finite mean and variance, then $a_T = O_p(T^{-r})$. Thus, using the central limit theorem $T^{1/2} \bar{\varepsilon}_T$ converges to a $N(0, \sigma^2_{\varepsilon})$ in which case $\bar{\varepsilon}_T = O_p(T^{-1/2})$ and $T^{1/2} \bar{\varepsilon}_T = O_p(1)$.

Suppose $y_t = \mu_y + \varepsilon_t$ where $\mu_y$ is a constant and define the sample mean based on $T$ observations $\bar{y}_T$. Then $\bar{y}_T = O_p(\mu_y + \bar{\varepsilon}_T) = \mu_y + O_p(\bar{\varepsilon}_T) = O(1) + O_p(T^{-1/2})$ and $T^{1/2}(y_t - \mu_y) = T^{1/2} \bar{\varepsilon}_T = O_p(1)$.

Let $\lambda_T$ be a sequence of real numbers converging to zero.\footnote{Although throughout the paper the bandwidth $\lambda$ depends on $T$, we have suppressed the $T$ subscript.} Typically we consider sequences of the form $\lambda_T = T^{-r}$ where $0 < r < 1$. Let $a_T = \sum_{i=1}^T \varepsilon_i/\lambda_T T$ be the average of the first $\lambda_T T = T^{1-r}$ values of $\varepsilon_i$. For example, if $T = 100$, $r = 1/5$ then we are averaging the first 39.8 observations. Then, $E[a_T] = 0$ and $\text{Var}[a_T] = \sigma^2_{\varepsilon}/\lambda T - \sigma^2_{\varepsilon}/T^{1-r}$. Hence, $a_T = O_p(\lambda_T T^{-1/2}) = O_p(T^{-1/2(1-r)})$.

### APPENDIX B

**Nonparametric Regression and the Bootstrap**

Bootstrap procedures, which were introduced by Efron (1979), are simulation-based techniques which provide, among other things, estimates of variability, confidence intervals, and critical values for test procedures. In part, because the simulated sampling distributions are constructed from correctly sized samples, bootstrap techniques are often more accurate than those based on asymptotic distribution theory. In many circumstances they are also simpler to implement.

The fundamental idea is to create replications by treating the existing data set (say of size $T$) as a population from which samples (of size $T$) are obtained. In the bootstrap world, sampling from the original data becomes the data-generating mechanism. Variation in estimates results from the fact that upon selection, each data point is replaced within the population. Although the bootstrap requires resampling many times, calculations need not be done serially, but can be done contemporaneously, making the bootstrap particularly suitable to parallel processing.


Suppose we have data $(y_1, x_1) \ldots (y_T, x_T)$ on the model $y = f(x) + \varepsilon$ where $f$ may or may not lie in a parametric family. A joint resampling methodology involves drawing i.i.d. observations with replacement from the original collection of ordered pairs.

Residual resampling, on the other hand, proceeds as follows. First, $f$ is estimated using, say, $\hat{f}$. The estimated residuals are assembled and centered by subtracting off their mean to produce $\hat{\varepsilon}_i = y_i - \hat{f}(x_i) = \sum_{k=1}^T (y_k - \hat{f}(x_k))/T$. One then samples independently from these to construct a bootstrap data set: $(y_1^B, x_1), \ldots, (y_T^B, x_T)$ where $y_i^B = f(x_i) + \hat{\varepsilon}_i$. The “B” su-
perscript signifies a bootstrap observation. Statistics that are of interest are then computed using the bootstrap dataset.

An alternative residual resampling methodology, known as the "wild" bootstrap, is useful in heteroscedastic and in certain nonparametric regression settings. In this case, for each residual \( \hat{\epsilon}_t = y_t - \hat{f}(x_t) \) estimated from the original data one creates a two-point distribution for a random variable, say \( \omega_t \), with the probability distribution

<table>
<thead>
<tr>
<th>( \omega_t )</th>
<th>( \text{Prob}(\omega_t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\epsilon}(1 - \sqrt{5})/2 )</td>
<td>( (5 + \sqrt{5})/10 )</td>
</tr>
<tr>
<td>( \hat{\epsilon}(1 + \sqrt{5})/2 )</td>
<td>( (5 - \sqrt{5})/10 )</td>
</tr>
</tbody>
</table>

The random variable \( \omega_t \) has the properties \( E(\omega_t) = 0 \), \( E(\omega_t^2) = \hat{\epsilon}_t^2 \), \( E(\omega_t^3) = \hat{\epsilon}_t^3 \). One then draws from this distribution to obtain \( \hat{\epsilon}_t^B \) for \( t = 1, \ldots, T \). The bootstrap data set \( (y_t^B, x_t^B), \ldots, (y_T^B, x_T^B) \) is then constructed, where \( y_t^B = \hat{f}(x_t) + \hat{\epsilon}_t^B \), and statistics of interest are calculated. See Wu (1986) and Härdle (1990, pp. 106–8, 247).