Rauli Susmel

Econometrics 2
Homework 1
1. Maximum Likelihood Estimation 

(Hierarchical distribution) An exponential regression model might be formulated as follows (this is called a “loglinear model”): Let yi be the time until a stock trades. A model that is often used for this phenomenon is the exponential model: 

f(yi) = θi exp(-θi yi), θi > 0, yi > 0. 

We believe that the trading on a stock depends on a certain other variable, Xi, such that 

θi  = exp(β1 + β2 Xi). 

We are interested in estimation of the parameters β1 and β2 and in manipulation of the model after estimation. 

a. Write out the conditional (on X) log likelihood function. (Note, the density does involve the exponential of an exponential function, so the log of the density will still involve an exponential.) 

b. Show the likelihood equations (first order conditions) for estimation of β1 and β2. Define the vector xi = [1,xi]′ and β = [β1,β2]′. Then, show that this first derivative vector can be written in the form 

∂logL/∂β = Σi dixi where di = (1 - θiyi). 

It will also be convenient to write the gradient as ∂logL/∂β = Σi gi = g, where gi = dixi. It is now possible to show that the expected value of the first derivative vector is zero, as the theory requires. Explain, then do the proof. (It’s trivial.) 

c. We will also need the second derivatives. Show that 

∂2logL/∂β∂β′ = -Σi hixixi′ = -Σi Hi = -H, where hi = di - 1. 

(Note that these values are all negative. It follows that the Hessian is a negative definite matrix.) 

d. What is -E[hi]? What is the asymptotic covariance matrix of the maximum likelihood estimator in this model? 

An algorithm for estimation (that is, for finding the maximum likelihood estimator) in this model is Newton's method: 

b(k+1) = b(k) - H(k)-1g(k). 
where “k” indicates the iteration, b is the estimator of β and g and H are the first erivative vector (the sum of terms) and Hessian (also sum of terms) of the log likelihood. This dhows how one could locate the solution to the likelihood equations. Where should one begin the process? There are actually two natural candidates here. The first is (β1=0, β2=0). The second is a little more creative. Suppose β2 = 0. Then, as we saw in class, the MLE of θ would be 1/. In the model, if β2 = 0, then β1 = logθ, so an initial estimator would be log(1/). You will be doing the estimation in the next part of the problem set. You might want to try both starting points. (Final observation. This is what is known as a ‘globally concave log likelihood.’ Because the Hessian is always negative definite, no matter what β1, β2, and xi are, it makes no difference where you start the iterations, you will always end up at the same point (estimate). 
2. Consider a probit model in which the single index xi’β has no intercept and the only variable is a dummy variable, di, taking values (1,0) -i.e., xi’β = di’β. The following 100 observations have been collected on d and y.
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Find the MLE of β and perform a likelihood ratio test that β = 0 (Hint:

use the invariance property of the MLE).

3. You are interested in measuring the effect of gender on trading. You are given a large sample of data. For a large number of investors, number of trades, prices of stock traded, volume of stock traded, the amount and type of education, income, age, gender, race, and ethnicity. 

1) Suppose you decide to classify trades into groups (0, 1 to 8, more than 8 per month) .n Write down a model for trading behavior. Write down the likelihood function, first order conditions, and covariance. 
2) How would you test if gender matters? Write down a Wald test. 

3) Suppose that you you observe each investor over T multiple periods. You decide to use panel methods. 

a. Write down the model allowing for individual effects.

b. Discuss the advantages and disadvantages of using fixed effects and random effects.

c. It is suggested that education has a bigger effect on young investors. Suggest how to test this using a Lagrange Multiplier test. What problems would arise in implementing your test if individual effects are correlated with the education variable?
4. Check attached zip file, hw1.zip. There you have two data sets (both text (ascii) files). You are required to estimate a logit and a nested logit. Try to write your own code –examples in the matrix language GAUSS are provided. If you have any questions, let me know
