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Econometrics II: Midterm 2
Reminder: This is an open book exam. Strive for brevity and precision. Justify all your answer. Show your work. Do not feel you must take all two hours for this exam.
2) For any predictor g(xi) for yi, the mean absolute error (MAE) is


E|yi - g(xi)|
Then, the function g(x) which minimizes the MAE is the conditional median m(x) = med(yi |xi). Sketch a proof of this result.
3) Suppose you are interested in estimated the following model: 

Yi = μ + Xi'β + εi. 

You are worried about outliers in the data. You decide to use the following weight function:

q,i(ei) =  (ei/k)2

for |ei| ≤ k.



= 0

for |ei| > k.

a) Write down the influence function. Does it make sense?

b) Describe the M-estimator of β. 
c) How would you estimate k?
d) How efficient would this estimator be if the data were truly normal -i.e., no "outliers. Try to provide a measure for efficiency.
e) How would you approach method of moments estimation in this  context?
f) Briefly describe the advantages and disadvantages of M-estimation. 
4) Consider a multivariate censored regression model where the latent data is generated as

[image: image1.emf]
You observe

(Y1i,Y2i) = (Y1i*,Y2i*)

if  Y1i* >0, Y2i*>0


   = (Y1i*,0)

if  Y1i* >0, Y2i*≤0


   = (0, Y2i*)

if  Y1i* ≤0, Y2i*>0



   = (0,0)

if Y1i* ≤0, Y2t*≤0* 
a) Write down the likelihood function, f.o.c.’s., and the marginal effects, dE[Y1i |X=x]/dx1i and dE[Y1i |X=x]/dx2i. Write down your assumptions.
b) Briefly describe an estimation algorithm for this model.
c) Now, suppose,
Y1i* = α1 + X2i' β2 + u1i



Y2i* = α2 + u2i
where [u1i, u2i] follow a bivariate normal distribution with zero mean and variance Σ.
Write down the likelihood function, f.o.c.’s, and the marginal effects dE[Y1i |X=x]/dx2i. 
d) What problems you may have with the model in c)?






