Rauli Susmel

Econometrics 1

Homework 9
1. Poisson-Gamma Model

You have Y1, ..., YT ~ i.i.d. Poisson(θ). We assume the prior for θ ~ Γ(α,λ). 

a) Derive the posterior distribution (Hint: you should get a conjugate posterior.)

b) Write down the posterior mean as a combination of prior mean and sample average. Interpret α and λ.
c) Write down the posterior variance. Show the behavior of posterior mean and variance as the sample size, T, increases.

d) Suppose you have a new data set, Y*. Derive the posterior predictive, P(Y*|Y1, ..., YT) (Hint: It looks like a negative binomial distribution).

e) Derive Jeffreys’ prior. Suppose you adopt it, does it change your posterior?

f) Back to a. Suppose you have collected trades for 1 month from two groups of traders 1 and 2, with T1 and T2 sample sizes. The first group has an MBA degree and the second group does not have an MBA degree. Assume you believe the data follows an i.i.d. Poisson(θi), where i=1,2. You have the following (sufficient data): 

T1 = 200; Σi yi,1 = 504; mean1= 2.4; and T2 = 90; Σi yi,2= 200; mean2= 2.1.

Suppose you assume θi ~ Γ(α=2,λ=1).

f.1. Derive the posterior distributions, mean and 95% quantile-based Cis for θ1 and θ2 (obtained from the Gamma posterior pdf). What is the probability of P(θ1> θ2).

f.2. Consider a randomly sampled individual from each population. To what extent do we expect the traders with an MBA degree to trade more than the other? (Hint: Calculate P(Y2*<Y1*|Data).)
2. Linear Regression with Gibbs Sampling.
Suppose you want to estimate a regression with k=3, using the Gibbs Sampler:



y = β0 + β1x1 + β2x2 + ε 

ε ~ N(0,σ2).
We assume a normal prior for β and a gamma prior for h=σ-2.
Set-up and parameters:

T = sample size = 1,000

B = burn in = 500

x1 ~ binomial(p=.5)

x2 ~ normal(1,4)

β0 = 1

β1 = -.5
β2 = 1.2

σ2 = 1
Priors parameters: β0 = β1 = β2 = 1, 𝛼0 = T/ 2.
Complete the prior parameters with non-informative priors for β and h.
You need the conditional posteriors for β and h.
(a) Plot the evolution of the parameters, after the burn-in
(b) Calculate the mean and variance of the parameters
(c) Use precise priors for β and h.
(d) Turn in your code. 
