Rauli Susmel	Fall 2016
FINA 8379
	Econometrics I: Final
Reminder: This is a closed book exam. Strive for brevity and precision. Show your work. 

1. A researcher investigating the relationship between aggregate wages, W, aggregate profits, P, and aggregate income, Y, postulates the following model:
	W = 𝛽1 + 𝛽2 Y +  u			(1)
	P = 𝛼1 + 𝛼2 Y + 𝛼3 K + v		(2)
	Y = W + P				(3)
where K is aggregate stock of capital and u and v are disturbance terms that satisfy the usual regression model assumptions and may be assumed to be distributed independently of each other. The third equation is an identity, all forms of income being classified either as wages or as profits. The researcher intends to fit the model using data from a sample of industrialized countries, with the variables measured on a per capita basis in a common currency. K may be assumed to be exogenous. 
(a) Explain what is meant by ‘exogenous’. 
(b) Derive the reduced form equations for P and Y.
(c) Explain why ordinary least squares (OLS) would yield inconsistent estimates if it were used to fit (1) and derive the large-sample bias in the slope coefficient. 
(d)  Explain what can be inferred about the finite-sample properties of OLS if used to fit (1). 
(e) How can you obtain a consistent estimate of β2 in (1)? Show that your estimator is consistent. 
(f) Explain why (2) is not identified (underidentified). 
(g) Explain whether (3) is identified. 
(h) At a seminar, one of the participants says that it is possible to obtain an estimate of α2 even though equation (2) is underidentified. Any change in income that is not a change in wages must be a change in profits, by definition, and so one can estimate α2 as (1 – b2), where b2 is the estimate of β2 found in (e). The researcher does not think that this is right but is confused and says that he will look into it after the seminar. What should he have said?


2. Consider a simplified model of trading similar to the one used in Greene’s textbook, extended to the following random effects model: 
[bookmark: _GoBack]	Ti,t = β1 + β2 Yi,tt + β3 MBAi,t + ui  + εi,t
where T = number of trades, Y = income, MBA = MBA degree.
(a) Can you estimate the model using the OLS (FE) estimator? Explain.
(b) Can you estimate the model using the GLS (RE) estimator? Explain.
(c) What are the advantages and disadvantages of the FE and RE estimators? 
(d) Describe a test to choose between the two models. 
(e) Suppose you are mainly interested in the effect an MBA degree has on trading. Explain which model you would choose.

 (f) Suppose you are mainly interested in the effect of income has on trading. Explain which model you would choose.


3. You are interested in white collar crime in big firms. You have a cross sectional data set, Y, which you believe follows a Poisson distribution. That is, Y1, ..., YT ~ i.i.d. Poisson(θ), where θ has the interpretation of an expected value (recall that Poisson RVs have the property that the E[y| θ]=Var[y| θ]=θ). That is,



We assume the prior for θ ~ Γ(α,λ). That is,



a) Using ML, estimate θ. Calculate its variance.
b) Derive the posterior distribution (Hint: you should get a conjugate posterior.)
c) Recall that a gamma RVs have the property that E[θ] = α/λ; and Var[θ] =α/λ2. Write down the posterior mean as a combination of prior mean and sample average. Interpret α and λ.
d) Write down the posterior variance. Show the behavior of posterior mean and variance as the sample size, T, increases.
e) Recall that Jeffreys’ prior, a non-informative (objective) prior distribution for a parameter space, it is proportional to the square root of the determinant of the Fisher information. Derive Jeffreys’ prior. Suppose you adopt it, does it change your posterior?
f) Suppose you have a new data set, Y*. Derive the posterior predictive, P(Y*|Y1, ..., YT) (Hint: It looks like a negative binomial distribution).
g) Suppose you believe expected white collar crime is a function of state enforcement laws, X1, and number of employees in a firm’s accounting department, X1. Briefly describe, stating necessary assumptions, how you would estimate this model using Bayesian methods.
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