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Econometrics I: Final

Reminder: This is a closed book exam. Strive for brevity and precision. Show your work. Do not feel you must take all three hours for this exam.

All questions are worth 30 points.
1. Consider the following regression model: yt = yt-1 β + εt

where ε is the error term and β is an unknown parameter, with var(εt)=σ2. 
a) Is OLS consistent? And efficient? Be sure to state clearly all your assumptions.

b) Derive the asymptotic distribution of OLS, again relating the assumptions to the results.
c) Suppose you are not sure about the lack of heteroscedasticity. How would you make consistent inferences in this situation? Describe a test for H0: β=.5. 

d) Now, assume εt = ut + ρ (t-1, where ut~N(0,σu2). Is OLS consistent? If not, propose a consistent estimator of β and derive its asymptotic distribution.

e) Continuation of previous question d). Describe an algorithm  to estimate β and ρ.

2. Consider the panel data model: yit = xit β + (( + ui) + εit

where there are K regressors including a constant and the single constant term is the mean of the unobserved heterogeneity, ci=(+ui. The component ui is the random heterogeneity specific to the ith observation and is constant through time. Assume that ε and u are normally distributed. Also assume:


E[εit|X] = E[ui|X]=0; 


E[ε2it|X]=σ2ε; E[u2i|X]=σ2u;


E[εituj||X] = 0 for all i,t, and j;


E[εitεjs||X] = 0 for all t(s or i(j;


E[uiuj||X] = 0 for all i(j.

a. Derive the log-likelihood function for this model [Hint: write the log-likelihood as ln L = Σi ln Li, where ln Li is the log-likelihood function for the T observations in group i. These T observations are joint normally distributed with covariance matrix Σ= σ2ε IT + σ2u iT i’T].
b. Sketch the estimation of the model using MLE.

3. Consider the following regression model: y = xλ β + ε

where y and ε are Tx1 vectors, is x a Tx1 matrix and β and λ are unknown parameters and the model satisfies the standard least squares assumptions, but with var(εi)=σ2 zi2, and cov(εi εj)=0, i≠j, where zi is a vector of predetermined variables.
a) Can you use OLS to estimate ß? Explain.

b) What are the properties of the NLLS estimator? Be sure to state clearly the assumptions required, relating them to the results.

c) Derive a GNLLS estimator for the parameters of the model. What properties will this estimator have? 

d) Proposee a linearity test and state its distribution.
