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Econometrics I: Final

Reminder: This is a closed book exam. Strive for brevity and precision. Show your work. Do not feel you must take all two hours for this exam.

All questions are worth 30 points.
1. True or False. Justify your answer. Whenever necessary, provide the assumptions you are making in proving your claims.

(i) A regression estimator that is biased in finite samples but unbiased in large ones is said to be inconsistent. . 

(ii) An unbiased estimator should always be preferred to a biased estimator.
(iii) When a stochastic regressor is used in a regression model, OLS regression estimates will be biased. 

(iv) However, they will not be biased in large samples. 

2. Consider the following regression model: y = (α + x β)λ + ε

where y and e are Nx1 vectors, is x a Nx1 matrix and α , β and λ are unknown parameters and the model satisfies the standard least squares assumptions, but with var(εi)=σ2 zi2, and cov(εi εj)=0, i≠j, where zi is a vector of predetermined variables.
a) Can you use OLS to estimate α and ß? Explain.

b) What are the properties of the NLLS estimator? Be sure to state clearly the assumptions required, relating them to the results.

c) Derive a GNLLS estimator for the parameters of the model. What properties will this estimator have? 

d) Can you estimate the parameters of the model using GMM a method of moments?
3. Suppose yt = xt β + εt, where εt=ut (ht)1/2, ut ~ N(0,1) and ht = α1 xt-1.
a) What restrictions are needed to estimate this model?

b) Sketch the estimation of the model using MLE (get first order conditions and discuss how you would proceed from there).

c) Sketch the estimate the model using method of moments (again, state moment conditions, function to be minimized, etc).

d) Discuss how would you test for homoscedasticity. 
4. In a Monte Carlo simulation experiment, a variable Y was generated by the process 


Yt = 2.0 + 0.80Xt + 0.05Yt–1 + ut
with 29 observations in the sample. Xt possessed a strong positive trend. The disturbance term uy was generated by the process 


ut = 0.7ut–1 + εt
where εt was a normally distributed random variable that satisfied the Gauss–Markov conditions. The model was fitted using three regression specifications: 

(A) using ordinary least squares (OLS) 
 
Yt = b1 + b2Xt 
(B) using OLS 




Yt = b1 + b2Xt + b3Yt–1 
(C) using a regression technique appropriate for AR(1) autocorrelation, Yt = b1 1 + b2Xt + b3Yt–1
The experiment was performed with 10 samples of data. In the samples, the parameters of the equation and the data for X were unchanged, but different random numbers were generated as values for εt. The correlation between Xt and Yt–1 was about 0.98 in each of the samples. The table summarizes the results using the three specifications. coef.=coefficient; s.e.=standard error; d = Durbin–Watson d statistic. 

	A 
	B 
	C 

	
	b2 
	
	b2
	b3 
	
	b2
	b3 
	

	
	coef


	s.e. 
	d 
	coef 
	s.e. 
	coef 
	s.e. 
	d 
	coef 
	s.e. 
	coef 
	s.e. 
	d 

	1 
	0.86 
	0.02 
	0.90 
	0.58 
	0.09 
	0.31 
	0.11 
	1.66 
	0.73 
	0.12 
	0.13 
	0.14 
	1.77 

	2 
	0.96 
	0.02 
	0.87 
	0.66 
	0.12 
	0.32 
	0.12 
	1.39 
	0.90 
	0.13 
	0.09 
	0.12 
	1.89 

	3 
	0.95 
	0.02 
	1.01 
	0.82 
	0.11 
	0.13 
	0.12 
	1.27 
	1.04 
	0.11 
	–0.07 
	0.10 
	1.74 

	4 
	0.93 
	0.03 
	1.01 
	0.47 
	0.14 
	0.49 
	0.15 
	1.72 
	0.60 
	0.19 
	0.37 
	0.20 
	1.93 

	5 
	0.87 
	0.02 
	0.98 
	0.67 
	0.12 
	0.21 
	0.14 
	1.47 
	0.88 
	0.12 
	–0.05 
	0.14 
	1.57 

	6 
	0.83 
	0.03 
	1.00 
	0.52 
	0.11 
	0.35 
	0.13 
	1.37 
	0.64 
	0.14 
	0.21 
	0.17 
	1.83 

	7 
	0.81 
	0.03 
	0.60 
	0.37 
	0.10 
	0.52 
	0.12 
	1.33 
	0.61 
	0.14 
	0.23 
	0.19 
	1.70 

	8 
	0.81 
	0.03 
	0.88 
	0.53 
	0.10 
	0.31 
	0.12 
	1.27 
	0.68 
	0.12 
	0.14 
	0.15 
	1.84 

	9 
	0.87 
	0.02 
	1.18 
	0.79 
	0.12 
	0.07 
	0.14 
	1.29 
	1.03 
	0.10 
	–0.23 
	0.11 
	1.83 

	10 
	0.88 
	0.02 
	1.04 
	0.48 
	0.12 
	0.44 
	0.13 
	1.22 
	0.60 
	0.13 
	0.31 
	0.15 
	1.71 


(a) Discuss the regression results for specification A, stating what you would expect theoretically and evaluating whether the results conform to your expectations. 


(b) Discuss the regression results for specification B, stating what you would expect theoretically and evaluating whether the results conform to your expectations. 

Note: If the model Y = β1 + β2X2 + β3X3 + u is fitted using OLS, it can be shown that 
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(c) Discuss the regression results for specification C, stating what you would expect theoretically and evaluating whether the results conform to your expectations. 

