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Econometrics I: Midterm 1
Reminder: This is an open book exam. Strive for brevity and precision. Justify all your answer. Show your work. Do not feel you must take all two hours for this exam.
1) A variable Yi is generated as

Yi = β1 + β2  Xi + ui
 (1)

where β1 and β2 are fixed parameters and ui  is a disturbance term that satisfies the Gauss–Markov conditions. The values of X are fixed. Four of them, X1 – X4 , are close together. The fifth, X5, is much larger. Explain what is correct, incorrect, confused, or incomplete in the following statements, giving a brief explanation if not correct.

(a) ‘Ordinary least squares (OLS) estimates of the parameters will be biased if the fifth observation is included in the sample because it is so far from the other observations. If it is dropped, the sample will be consistent, the OLS estimates of the parameters will be consistent, the standard errors will be smaller, the residual sum of squares will be smaller, and R2 will be higher.’

(b) ‘One way of dealing with the problem is to divide the specification through by X, fitting the model

Yi / Xi=  β1 1/Xi + β2  + vi
(2)
where vi is the new disturbance term defined as ui /Xi. By scaling through in this way, much less weight is given to the fifth observation.’

(c) ‘Alternatively, given a sample of observations, one could fill in the gap between X4 and X5  by constructing new observations from the existing ones. For example, one new observation, (X6, Y6), could be the average of the first and fifth observations, with X6  = 0.5(X1  + X5) and Y6  = 0.5(Y1  + Y5). Similarly one could construct new observations by averaging the second and the fifth, the third and the fifth, and the

fourth and the fifth. Besides filling the gap between X4 and X5, this will increase the number of observations and make the estimates of the parameters more accurate.’

2) It is assumed that manufacturing output is subject to the production function

Q = AKα  Lß  
(3)

where Q is output and K and L are capital and labour inputs. The cost of production is

C = ρK + wL 
(4)

where ρ is the cost of capital and w is the wage rate. It can be shown that, if the cost is minimized, the

wage bill wL will be given by the relationship:

log wL = 1/(α+β) logQ + α/(α+β) log ρ+ β/(α+β) log w + constant
(Note: You are not expected to prove this, and no credit will be given for doing so.)

A researcher has annual data for 2008 for Q, K, L, ρ, and w (all monetary measures being converted into US dollars) for the manufacturing sectors of 30 industrialized countries and regresses log wL on log Q, log ρ, and log w.

(a) Demonstrate that relationship (3) embodies a testable restriction and show how the model may be reformulated to take advantage of it.

(b) Explain how the restriction could be tested using an F test.

(c) Explain how the restriction could be tested using a t test.

(d) Explain the theoretical benefits of making use of a valid restriction. How could the researcher assess whether there are any benefits in practice, in this case?

(e) At a seminar, someone suggests that it is reasonable to hypothesize that manufacturing output is subject to constant returns to scale, so that α + β = 1. Explain how the researcher could test this hypothesis (i) using an F test, (ii) using a t test.
3) A variable Y is determined by the relationship

Y = β1 + β2 Z + u (5)

where Z is an explanatory variable and u is a disturbance term that satisfies the Gauss–Markov

conditions. Z is measured with measurement error w, the measured variable being X, where

X = Z + w 
(6)

It may be assumed that w has mean 0 and constant variance across observations and that it is distributed

independently of u and Z. A researcher has data on Y and X, and also on a third variable S which is correlated with X.

(a) Provide a mathematical analysis of the consequences of the measurement error for the ordinary least squares (OLS) estimate of β2 when Y is regressed on X.
(b) Demonstrate that an instrumental variable (IV) estimator of β2 using S as an instrument for X, will yield consistent estimates, provided that certain conditions are satisfied. State the conditions, and  explain why they are necessary.

(c) Describe in general terms a test procedure for determining whether the measurement error is significantly distorting the OLS estimates of the parameters.

(d) Explain why the IV estimator is not necessarily superior to the OLS one, even if the conditions for the use of an instrument are satisfied.

(e) Suppose that S is an exact linear function of X. Demonstrate that the IV estimator is then

identical to the OLS estimator and discuss the implications.

(f) Suppose that the dependent variable is subject to measurement error but the explanatory

variable is not. Discuss whether in principle it might be possible to use the IV method to overcome this measurement error problem. In particular, could S be used for this purpose?

4)  Consider the linear regression model:
Yi = Xi ( + (i

For simplicity assume that {Xi} is a sequence of scalar fixed constants (i.e., non random) and assume that {(i} are i.i.d. random variable with mean 0 and variance (2 : Consider the estimators:

b1 = ((i Xi2)-1((i XiYi)

and


b2 = ((i Xi4)-1((iYi)
(where we have assumed that (i Xi2(0 and (i Xi4(0.)
(a) Find the mean and variance of b1 and b2.
(b) Consider a third estimator b3 = ( b1 + (1-() b2: Among the values of ( (if any) that result in b3 being unbiased, what value of ( will result in an estimator with the lowest variance?
