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Econometrics I: Midterm 1
Reminder: This is an open book exam. Strive for brevity and precision. Justify all your answer. Show your work. Do not feel you must take all two hours for this exam.
1) For each one of the following claims show whether they are true or false.

(a) The R2 of a regression does not change if we add to the dependent variable a constant and/or if multiply the dependent variable by a constant.

(b) The sample estimate of the variance-covariance matrix of the least squares estimator is higher when irrelevant variables are added to a regression.

2) The Black-Scholes model establishes a non-linear relation between option prices and volatility.  A practitioner wants to test if volatility affects option prices. He proposes the following model: 


ri,t   = α + βi,1 Voli,t + βi,2 (Voli,t)2 + Xi,t δ + (t,  (*)



where α and βi, δ are parameters and εt is an error term that follows a N(0, σ2). The variable ri,t is returns on option price for asset i,  Voli,t is the return volatility for asset i, and  Xi,t  is k vector of other variables (asset price i, time to maturity, risk free rate, strike price). Assume that all right hand side variables can be considered exogenous. You want to test if the asset’s volatility affects the asset’s option returns. 
(a) How would you estimate this model? 

(b) Derive a Wald test, a LM test and a LR test. Be specific to (*).

(c) What problems do you see with the model (*)? Discuss the implication for the OLS estimates.

(d) Suppose you do not believe the normality assumption for (t. Derive the asymptotic distributions of your tests in (b). Clearly, state the assumptions clearly.  

3) A variable Y is determined by a variable X, the relationship being 


Y = β1 + β2 W  +  u 
where u is a disturbance term that satisfies the Gauss–Markov conditions. The values of W are drawn randomly from a population with variance σ2. A researcher makes a mistake and regresses W on Y, fitting the equation:  


Ŵ = d1 + d2 Y 

where d2=(Cov(Y,W)/Var(Y). When he realizes his mistake, he points out that the original relationship could be rewritten 


W =β1/β2 + 1/β2 Y - 1/β2 u

and hence d2 will be an estimator of 1/β2. From this he could obtain an estimate of β2. 

(i) Explain why it is not possible to derive a closed form expression for the expected value of d2 for a finite sample. 

(ii) Demonstrate that d2 is an inconsistent estimator of 1/β2 and determine the direction of the large-sample bias, if this is possible. 

(iii) Suppose that there exists a third variable Z that is correlated with Y but independent of u. Show that if the researcher had regressed W on Y using Z as an instrument for Y, the slope coefficient would have been a consistent estimator of 1/β2.

(iv) Explain, with reference to the Gauss–Markov conditions, why d2 yielded an inconsistent estimate of 1/β2 while yielded a consistent one.

(v) At a seminar, someone suggests that W would be a valid instrument, and indeed the best possible instrument. Is this correct? 

4) In a well-known paper about labor market discrimination, Neal and Johnson (1,996) regressed the log earnings of young American men on age and a Black and a Hispanic dummies (N=1,093). These are the regression rsults (appropriately estimated standard errors in parentheses):

log (ŵ) = C + 0.48 Age + 0.244 Black + 0.113 Hispanic


RSS =  15.113


(0.014)
 (0.026)
 (0.030)

(a) What is the meaning of C? What is the meaning of the Black coefficient?

(b) Does the coefficient on the Black variable measure the extent of labor market discrimination? Why or why not?

Neal and Johnson re-estimated their regression with comprehensive test scores (AFQT). The test scores were measured at around age 18. They contain many skill elements, including IQ. AFQT is normalized (mean=0, std=1) and it is entered into the regression in a quadratic form.

(c) Do you think AFQT can be a proxy for unobservables that cause trouble in the original regression? If not, why? If yes, state exactly what it would proxy.

(d) Can it be a perfect proxy?

Below are the results (appropriately estimated standard errors in parentheses):

log (ŵ) = C + 0.40 Age + 0.072 Black + 0.005 Hispanic + 0.172 AFQT + 0.013 AFQT^2
     RSS =  12.498

(0.013)
(0.027)

(0.030)
(0.012)
(0.011)

(e) Is this model statistically different from the first one? 

(f) How do you interpret the coefficients on the AFQT variables?

(g) The Black coefficient is different here than in the previous estimation. Why?

(h) Does this coefficient on the Black variable measure the extent of labor market discrimination?  Why or why not? If not, is this one closer to it?

(e) Neal and Johnson argue that they do not include education (whether the individual achieves college education or not) because it is not a good control variable. Why? 

