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Econometrics I: Midterm 1
Reminder: This is an open book exam. Strive for brevity and precision. Justify all your answer. Show your work. Do not feel you must take all two hours for this exam.
1) The regression model of interest is



y  =  X1(1 + X2(2 + (
where X1 is K1 variables, including a constant and X2 is K2 variables not including a constant.  It is believed that multicollinearity between the columns of X1 and X2 is adversely affecting the regression.  Consider the following ‘solution.’ First, regress each variable in X2 on all of the variables in X1.  By construction, the residuals in these regressions, call them Z = (z1,...,zK2), are orthogonal to every variable in X1.  Second, instead of regressing y on X1 and X2, we linearly regress y on X1 and Z. Denote by b = (b1,b2) the least squares coefficients in the original regression, and by c = (c1,c2) the least squares coefficients in the regression of y on X1 and Z.  
Show the algebraic relation between b and c.  Is c unbiased?
2)  In the classical regression model, 


yi  =  xi1((1  + xi2((2 +  (i, i = 1,…,n, E[εi|X] = 0, Var[εi|X]=σ2;

X1 is K1 variables and X2 is K2 variables.   There are two possible estimators of β1, the first K1 coefficients in the “long regression” of y on X1 and X2 and the K1 coefficients in the short regression of y on X1.  Let X = [X1,X2].  We will assume that plim[(1/n)X(X] = Q, a positive definite matrix.

a. Assume that plim[(1/n)X1(X2] ≠0. Is either estimator unbiased?  Is either estimator consistent?

b. Assume that plim[(1/n)X1(X2] = 0. Is either estimator unbiased?  Is either estimator consistent?

c. Explain the difference between consistency and unbiasedness.  Does either imply the other?  Explain.

d. Suppose the assumption in a. is correct.  The estimator we will use is the following:  We will compute the long regression.  F is the conventional F statistic for testing the null hypothesis that β2 is zero.  If F > 2, we will use the long estimator.  If F < 2, we will use the short estimator.  Is the estimator consistent?  Unbiased?  (Hint, you can think this one through to an answer without deriving a probability limit.)

3) Starting with a data set consisting of n observations on K variables, in X and on the regressand, y, beta coefficients are obtained by the linear regression of y* on X*, where y* and X* are obtained by ‘standardizing’ the data.  That is, every observation on each variable in the model is transformed by subtracting the respective sample variable mean, then dividing by the respective sample variable standard deviation.  Assume that the data were already in the form of deviations from means, so all variables in the model have precisely zero means to begin with.  Thus, standardizing amounts only to dividing each variable by its respective sample standard deviation.  Note that X does not contain a constant term (and y has zero mean).  (′he assumption about the means simplifies the algebra, but does not change any results.)

a. How does the sum of squared residuals in the transformed regression compare to the sum of squared residuals in the regression using untransformed data.

b. Could you obtain the coefficients in the transformed regression from the untransformed regression? How?  Or, why not?

4) The CAPM establishes a linear relation between expected returns and the expected market risk premium, which can be approximated by the following equation:



ri,t - rf,t  = α + βi (Rt - rf,t ) + ut, 

(1)
where α and βi are parameters and ut is an error term. The variable ri,t is return on asset i, rf,t is the risk free rate, and Rt is the return on a well-diversified market portfolio. Initially, we assume that all right hand side variables can be considered exogenous.

(a) How will you estimate equation (1)? What would be the small sample and large sample properties of b?

(b) To test the CAPM, you estimate the model imposing the restriction α=0. Discuss the estimation through restricted OLS and the construction of an LM test. (Be specific.)
(c) A colleague of yours tells you that it is inappropriate to estimate the equation (1) by OLS without considering other variables, like size and market to book ratio. Let’s call these variables Xt. What is the effect of the lack of Xi,t on your OLS estimates in part (a)? 
(d) Suppose you decide to estimate the augmented CAPM using the following model:


ri,t - rf,t  = α + βi (Rt - rf,t ) + Xi,t β2 + ut, 
(2)

Assume that Xi,t can be written as


Xi,t = α0 + α1 ri,t  + Zi,t α2  + vt, 

(3)

where αi (i = 0, 1, 2) are parameters and vt is an error term. The variable Zi,t includes relevant exogenous variable.

Show that just estimating the relation (2) (abstracting from (3)) will yield inconsistent OLS estimates of the parameters in (1).

(f) Discuss (in general) what the requirements are for instruments to be valid instruments.

(g) Discuss situations (other than simultaneity issues) where the use of instrumental variables is needed.

