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Econometrics I: Midterm 1
Reminder: This is an open book exam. Strive for brevity and precision. Justify all your answer. Show your work. Do not feel you must take all two hours for this exam.
1) A variable Y depends on a non-stochastic variable X with the relationship 


Y = β1 + β2 X + ( 
where ( is a disturbance term that satisfies the Gauss–Markov conditions. Aassume that b2 is the OLS estimator of β2 for this model, that it is unbiased, and that it has population variance σ2 /[n Var(X)].

Given a sample of n observations, a researcher decides to estimate β2 using the expression 

b2* = ∑i Xi Yi /∑i Xi2. 

It can be shown that the population variance of this estimator is σ2 /∑i Xi2.
(i) Show that b2* is in general a biased estimator of β2. 

(ii) Discuss whether it is possible to determine the sign of the bias. 

(iii) Show that b2* is unbiased if β1 = 0. What can be said in this case about the efficiency of b2*, comparing it with b2? 

(iv) Show that b2* is unbiased if the mean of X equals 0. What can be said in this case about the efficiency of b2* comparing it with b2?? Explain the underlying reason for your conclusion. 

(v) Returning to the general case, suppose that there is very little variation in X in the sample. Is it possible that b2*  might be a better estimator than the OLS estimator?
2) Consider the following predictive regression model for stock returns, rt: 


rt = β (xt)γ + εt

(*)
xt is the P/E ratio at time t-1, εt follows a N(0,σ2) distribution. 
a) Discuss the ML estimation of this model.

b) Suppose you want to test if the model (*) is linear. Propose a null hypothesis to test for linearity in (*) and derive a Wald test, a LM test and a LR test. Be specific.
c) Can you use OLS to estimate equation (*)? 

d) Assume that γ=2, does your answer in c) change? If so, suppose you do not believe the normality assumption for (t. Derive the asymptotic distributions of the Wald test in (b). What is the difference between your answer in b) and in d).
e) Continuation from d). Suppose you believe that it is easier to predict stock returns during economic recessions. Propose a test for your hypothesis.

3) In year t, aggregate demand for a certain commodity, QDt, is related to its price, Pt, and aggregate income, Yt:


QDt = β1 + β2 Pt + β3Yt + uDt
 (1)

Aggregate supply in year t, QSt, is a simple function of Pt:


QSt = α1 + α2 Pt + uSt

 (2)

uDt and uSt are disturbance terms that satisfy the Gauss–Markov conditions and are distributed independently of each other. The market clears in each year, so that QDt = QSt.

To compare the properties of ordinary least squares (OLS) and instrumental variables (IV) estimators in such a model, a researcher performs a Monte Carlo experiment with the following equations:


QDt = 10 – 0.2Pt + 0.05Yt + uDt (3)


QSt = 5 + 0.1Pt + uSt (4)

The sample size was 30. Yt was 1,000 in the first observation, 1,050 in the second, rising in steps of 50 to 2,450. The variance of Y was 187,292. uD and uS were generated as random numbers from normal  distributions with mean 0 and variances 400 and 100, respectively. The researcher fits the supply equation, first using OLS, and then using IV, with Yt acting as an instrument for Pt, ten times.

The results are tabulated in rows 1–10 of the table. Then, increasing the sample size to 30,000, but keeping the same data for Y (repeating the series 1,000–2,450 one thousand times), she fits the model for a single sample, with the results shown in the last row of the table.
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For the purposes of this question, any problems associated with non-stationary time series may be ignored.

(a) Explain why OLS would yield inconsistent estimates if used to fit the equations.

(b) Derive an expression for the large-sample bias in the OLS estimator of α2 and evaluate the direction of the bias, if this is possible.

(c) Demonstrate that the IV estimator of the slope coefficient of the supply equation is consistent.

(d)  Discuss the estimates of α2 in the table, explaining whether they support or contradict your answers to parts (a) – (c).

(e) At a seminar someone says that there is actually evidence that the OLS estimates are preferable since the standard errors (n=30) are smaller for OLS and R2 is higher. Evaluate this comment.

(f) Suppose that supply in year t is governed by decisions made in year t–1 and that QSt  is determined by the expected price, Pet, rather than by the actual price:


QSt = α1 + α2  Pet + uSt 

(5)

(Pet  is the price expected in year t given the information available in year t–1). Suppose also that the expected price is subject to an adaptive expectations process:

(Pet - Pet-1 )   − =λ(Pt-1 - Pet-1 )   (6)

How would this affect the fitting of the model?
