Leveraging Trends in Online Searches for Product Features in Market Response Modeling

Evolving tastes can change the relative importance of product features in shaping consumers’ purchase decisions, which in turn can shift the relative attractiveness of products with different feature levels. The challenge lies in finding a reliable yet cost-effective way to track how the weights consumers place on various product features evolve over time.

To do so, one option is to run repeated conjoint studies over time, which would enable researchers to generate trend lines that can reveal the evolution of each feature’s weight in determining consumer utility trade-offs. By incorporating such trends in a market response model, researchers could capture how the importance of various features has shifted over time and how such shifts have led to the observed dynamics in sales beyond what marketing efforts can account for.

However, monitoring trends in feature importance weights through repeated conjoint studies can be cost prohibitive and time consuming, especially when the analyses need to be carried out at a high frequency (e.g., monthly) and the number of respondents needed for a representative sample is large. Furthermore, in light of declining response rates, it has become increasingly challenging to track the evolution of consumer tastes through surveys. In this study, instead of monitoring consumers’ stated preferences with methods such as repeated conjoint or tracking surveys, we explore a new, unobtrusive data-gathering alternative that has become viable with the advent of numerous online consumer interest tracking services (e.g., Attensity.com, ConverseOn.com, Conversition.com, DataSift.com, Lithium.com, Synthesio.com, NetworkedInsights.com, Sysomos.com, VisibleTechnologies.com). Among such online consumer interest tracking services, Google Trends (www.google.com/trends, previously known as Google Insights for Search) is probably the best known and most widely used.

At a fundamental level, the attractiveness of a product can be viewed as a function of two sets of factors: product features and marketing efforts (e.g., advertising, incentives). Because the feature levels of existing products typically do not undergo major changes often, marketers have focused on marketing efforts as the main force in shaping the dynamics of product sales (Hanssens, Parsons, and Schultz 2001). As a result, most existing market response models treat the baseline attractiveness of a product—the part of product attractiveness that is not tied to marketing efforts—as a nuisance parameter (e.g., Ailawadi, Lehmann, and Neslin 2001; Montgomery and Rossi 1999; Neslin 1990).

This study was motivated by the notion that many factors beyond marketers’ control can lead to shifts in the relative importance of various product features in shaping consumers’ purchase decisions. Such shifts can change the relative attractiveness of products with different feature levels. For example, increasing concerns about climate change may cause fuel economy to weigh more heavily in consumers’ vehicle purchase decisions. In this case, all else being equal, vehicles offering higher (lower) gas mileage would become more (less) attractive.

The key challenge in practice lies in finding a reliable yet cost-effective way to track how the weights that consumers place on various product features evolve over time.
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As consumers become more dependent on the Internet for product information, their reliance on search engines as a gateway increases. This has opened a promising new avenue for tracking shifts in consumer interest by monitoring changes in the intensity of searches for various product-related keywords (e.g., brand names). Indeed, recognizing the potential value of such tracking data to marketers, Google introduced Google Trends in 2008; although it is meant for marketers, it is accessible to any user, free of charge.

As a potential source for marketing intelligence, Google Trends presents several appealing characteristics. First, it allows for the tracking of any queries that consumers have typed into Google’s search box, generating volume indexes going as far back as January 2004. Second, data from Google Trends are updated in near real time and aggregated on a weekly basis (or daily, for the most popular queries), enabling users to track consumer interest with little time delay. Third, search volume indexes from Google Trends are highly customizable. For example, search terms can be combined or excluded to formulate composite queries, and searches can be filtered by geography (e.g., countries, states, cities), time range (e.g., July 2010 through May 2013), and category (e.g., Autos & Vehicles, Computers & Electronics). Fourth, Google is by far the most popular search engine. According to the Pew Research Center’s Internet & American Life Project Poll (Purcell, Brenner, and Rainie 2012), Google is the search engine most often used by 83% of U.S. Internet users, followed by Yahoo (6%) in distant second. Given the ubiquity of consumer online searches and Google’s dominance in this space, the volume of Google searches can plausibly be viewed as a reflection of the collective intentions of Internet users (Battelle 2005).

In this study, we tap into Google Trends and extract search volume indexes for product feature–related terms (“feature search trends” hereinafter). As we demonstrate in our empirical analysis, feature search trends can potentially serve as reflective indicators of trends in the importance weights consumers place on the corresponding product features (“feature importance trends” hereinafter). As motivating examples, Panels A–D of Figure 1 illustrate four sets of feature search trends among U.S. consumers between 2004 and 2011.

Figure 1, Panel A, plots the search trends for four food product–related features: calories, carbohydrates (“carbs”), cholesterol, and fiber. Among queries that Google classifies into the “Nutrition” subcategory (under the “Health” category), we observe that search interest for calories increased steadily and substantially over the years (more than 80% higher at the end of 2011 than 2004). In contrast, search interest for cholesterol declined by approximately 40% during the same period. As for carbs, the intensity of consumer searches followed a U-shaped trend line, bottoming in 2005 and rising since that time. In contrast with the large movements in search interests for calories, cholesterol, and carbs, the intensity of consumer searches for fiber remained largely stable.

Figure 1, Panel B, plots the search trends for four laptop computer–related features. Among queries that Google classifies into the “Laptops & Notebooks” subcategory, we observe that search interests for memory and central processing unit (CPU) have declined or remained largely flat, whereas search interests for screen size and battery life have increased substantially over the years (increasing by more than 250% for screen size and nearly 200% for battery life). Similarly, Figure 1, Panel C, shows a diverging pattern for two features associated with digital cameras: whereas search interest for resolution remained largely flat, search interest for weight increased by more than 60%. Finally, Figure 1, Panel D, plots search trends associated with five vehicle features, showing that (1) searches for terms related to fuel economy experienced major fluctuations, (2) searches for terms related to cost to buy and cost to operate increased substantially, (3) searches for terms related to acceleration declined substantially, and (4) searches for sport utility vehicles (SUVs) bottomed in 2008 and bounced back afterward.

In summary, the trend lines presented in Figure 1, Panels A–D, illustrate that consumer online searches for terms related to various product features can vary substantially over time and follow very different patterns. This raises an important empirical question: Are feature search trends positively correlated with feature importance trends? If so, it would mean that (1) feature importance can also vary substantially over time and (2) marketers can potentially treat feature search trends, which have become readily available through online consumer interest tracking services such as Google Trends, as indicators of feature importance trends, which can otherwise be difficult to monitor over time.

To address this empirical question, we set out to investigate the extent to which feature search trends can help predict product sales, beyond the effects of marketing efforts, and whether feature search trends relate to product sales in a manner that is consistent with the hypothesis that feature search trends are positively correlated with feature importance trends. Our aim with this research is to contribute to the marketing literature in two main ways:

1. **We aim to demonstrate a creative use of Google Trends, a promising new source of consumer intelligence.** So far, the most common uses of Google Trends data, by marketing academics and practitioners alike, have focused on search trends related to product brand names, which are treated as leading indicators that can help forecast demand. However, consumers search online for much more than product brand names. We show that marketers should go beyond the “brand focus” and tap into search trends related to nonbrand keywords such as product features, which can potentially reveal more fundamental changes in the consumer’s underlying preference structure. Such a broadened perspective can open the door to a whole new set of possibilities in consumer interest tracking.1

2. **We aim to present a novel, readily implementable market response model that enables managers to better leverage trends in evolving consumer tastes.** Most market response

---

1For example, a major U.S. food manufacturer has adopted our proposed approach. Managers at the company have begun to systematically track search trends for various food ingredients, nutritional facts and dietary benefits and concerns, which has shed more light on consumer tastes than merely tracking searches for food product brand names.
models in the extant literature have treated product baseline attractiveness as a nuisance that is either time invariant or purely stochastic. We propose a novel market response model in which the baseline attractiveness is modeled as a function of feature levels and the importance weights consumers place on each feature. We allow the feature importance weights to evolve over time as a function of the corresponding feature search trends. Like conjoint analysis, our model produces estimates of feature importance weights, which managers can use to quantify how sales would shift in response to changing feature levels. However, unlike conjoint analysis, which requires individual preference data based on designed experiments, our model is more readily implementable in the sense that, in addition to whatever managers have been using for market response modeling, it only requires data about product feature levels and feature search trends, both of which are readily available. Equipped with our model and projected feature search and, thus, feature importance trends, managers can make not only better sales forecasts but also better decisions in product design, budget allocation, ad copy development, and so on.
The remainder of the article proceeds as follows. The next section provides a quick overview of two literature streams: one focusing on how existing market response models have dealt with the dynamics of product baseline attractiveness and the other on how Google Trends data have been used as tracking measures of consumer interests.

We then present our proposed model. To illustrate, we use sales and marketing-mix data for 80 major passenger vehicles sold in the United States between January 2004 and April 2011, augmented with Google Trends data for keywords that are commonly associated with fuel economy, acceleration, cost to buy, cost to operate, and vehicle body...
type. The empirical results show that our proposed model substantially outperforms benchmark models that do not leverage feature search trends, both in and out of sample. Furthermore, the estimates of how feature search trends moderate the relationship between sales and feature levels are all significant and of the expected signs: an upward trend in searches for desirable features (features for which, all else being equal, the higher the feature level, the better for consumers; e.g., fuel economy, acceleration) makes sales more positively elastic to levels of these features. In contrast, an upward trend in searches for undesirable features (features for which, all else being equal, the lower the feature level, the better for consumers; e.g., cost to buy, cost to operate) makes sales more negatively elastic to levels of these features.

After establishing predictive and face validity, we explore the managerial implications of our research: beyond improving sales forecasts, managers can improve the bottom line by monitoring feature search trends and leveraging those trends strategically. To conclude, we discuss the limitations of our research and potential extensions to make better use of Google Trends and other online consumer interest tracking services.

**Literature**

Products can often be viewed as bundles of features, with their attractiveness determined as a compensatory function of feature levels (Fishbein and Ajzen 1975; Lancaster 1966). Such a basic view of product attractiveness lies at the foundation of conjoint analyses (e.g., Bradlow, Hu, and Ho 2004; Ding, Park, and Bradlow 2009; Green and Rao 1971). Similarly, in both market response modeling and individual choice modeling, researchers have often treated the baseline attractiveness of a product as a function of its feature levels (e.g., Boatwright and Nunes 2001; Fader and Hardie 1996). However, because the feature levels of existing products do not undergo major changes frequently, product baseline attractiveness is typically treated as time invariant, leaving mainly time-varying marketing efforts to explain the dynamics in product sales (e.g., Ailawadi, Lehmann, and Neslin 2001; Danaher, Bonfrer, and Dhar 2008; Neslin 1990; Neslin, Henderson, and Quelch 1985).

Treating product baseline attractiveness as time invariant is plausible when the window of observation is short and the weights consumers place on different product features remain largely constant. However, consumer tastes can change substantially over time, often manifesting in shifts in the relative importance of various product features. These shifts in turn can lead to changes in the relative attractiveness and, thus, sales of products with different feature levels.

To allow for such possibilities, a few previous studies have considered time-varying baseline attractiveness. For example, Blattberg and Levin (1987) include both seasonality and a time trend in baseline sales. Kopalle, Mela, and Marsh (1999) allow the baseline attractiveness of a product to evolve over time stochastically. However, although these approaches can accommodate time-varying baseline attractiveness, they are limiting in that they cannot help marketers understand—beyond what marketing efforts can account for—why certain products become more or less attractive over time.

In this study, we propose a market response model in which (1) a product’s baseline attractiveness is treated as a compensatory function of its feature levels and (2) the importance weight of each feature is allowed to vary over time. By tapping into Google Trends and treating feature search trends as potential indicators of feature importance trends, we investigate (1) the extent to which feature search trends can help predict product sales, beyond the effects of marketing efforts, and (2) whether feature search trends relate to product sales in a manner that is consistent with the hypothesis that feature search and importance trends are positively correlated.

In theory, as consumers rely increasingly on Internet search engines such as Google in their acquisition of product information (J.D. Power and Associates 2008, 2012), the search intensity for terms related to a particular feature should evolve over time with the weight that consumers place on that feature (Bronnenberg, Kim, and Mela 2014; Ratchford, Lee, and Talukdar 2003; Ratchford, Talukdar, and Lee 2007). In other words, all else being equal, when a feature gains in importance, one should expect, among other things, that consumers will seek more information about it online as well as offline. Indeed, our literature review has led us to a burgeoning area of research that leverages search trends extracted from Google Trends as signs of shifting consumer interests.

For example, in epidemiology, Ginsberg et al. (2009) and Pelat et al. (2009) show that search trends for disease-related terms can serve as real-time indicators of disease incidence rates and are cheaper and faster than tracking measures collected through conventional epidemic surveillance methods. In macroeconomics, research has shown that search trends can improve forecasts of housing market price and sales (Wu and Brynjolfsson 2009), unemployment rates (Askitas and Zimmermann 2009; Choi and Varian 2009a), and household expenditures (Vosen and Schmidt 2011). In finance, Da, Engelberg, and Gao (2011) show that search trends for stock tickers can help predict stock prices.

More relevant to marketing, Choi and Varian (2009b) demonstrate that search trends can help predict demand in various industries (e.g., retailing, automotive, housing, tourism). Du and Kamakura (2012) show that seven common trends extracted from Google search data for 38 major vehicle brands can explain 74% of brand-level new car sales in the United States. Hu, Du, and Damangir (2014) demonstrate how search trends can be combined with sales data to decompose advertising’s overall impact into its impacts on generating consumer interest in prepurchase information search and converting that interest into sales. Taken together, these studies suggest that there can be strong ties between what consumers search online and what they purchase.

A common aspect of the aforementioned studies is that they have all focused on search terms that are directly tied to the subject of study. For example, in relating online searches to vehicle sales, Choi and Varian (2009b), Du and Kamakura (2012), and Hu, Du, and Damangir (2014) focus on the linkage between searches for a vehicle brand name (e.g., “Prius”) and the sales of that vehicle (hereinafter, we refer to this type of search as “brand search”). In this study,
we extend beyond brand search by also including feature search (e.g., “fuel economy” in addition to “Prius”). We argue that such an extension constitutes a substantial contribution in the following ways.

Conceptually, our extension is consistent with the notion that consumers often engage in both brand search and feature search when they gather product-related information, especially for expensive durables such as automobiles (Bronnenberg, Kim, and Mela 2014; Ratchford, Lee, and Talukdar 2003; Ratchford, Talukdar, and Lee 2007). It is highly conceivable that searches for brand names send different signals about consumer interests than searches for product features. To the best of our knowledge, although Google Trends has been freely available since 2008, no existing academic studies have systematically examined feature search trends and how they relate to sales.

More importantly, although brand search trends may reveal which brands are gaining or losing consumer interest, they do not indicate why brand popularity is shifting. In contrast, feature search trends can reveal at a more fundamental level how the underlying preference structure may have evolved. This is akin to conjoint studies in that although it is important to get a good handle on the part-worths of brand names, it is even more useful to quantify the relative importance of different features because the resulting insights into consumer utility trade-offs are often more actionable than brand preferences alone. In the marketing literature, many studies have made important contributions by extending models of consumer demand from brands only to brands plus features (e.g., Boatwright and Nunes 2001; Fader and Hardie 1996).

That said, a common challenge in utilizing both brand and feature search trends is that uncertainties and/or ambiguities exist in the causes of consumer searches for a particular brand or feature. Indeed, this challenge is intrinsic to any study that attempts to leverage Google Trends data because this so-called database of intentions is bound to be noisy, making it difficult to establish a direct link between search trends and trends in consumers’ collective interests (Battelle 2005). Consequently, one of this study’s intended contributions is to construct a market response model that would enable us to test whether feature search trends are positively correlated with feature importance trends—a task made more challenging by the issue that feature importance trends are not readily observable. We argue that such market response model–based hypothesis testing adds rigor to emerging literature that hinges on whether online consumer tracking can provide reliable indicators of genuine shifts in consumer interest.

Finally, we explicitly control for the impacts of own and competitive marketing efforts. We show that, after controlling for marketing efforts, including only brand search trends in a market response model does not improve model fit (only marginal improvement in sample and no improvement out of sample). In contrast, including feature search trends improves model fit substantially both in and out of sample. This contrast highlights the importance of both extending beyond brand searches and controlling for marketing efforts, which has often been missing in studies that have used search data to improve sales forecasts (e.g., Choi and Varian 2009b; Du and Kamakura 2012).

### Model

Consider N competing products, each of which is characterized by a brand name and a set of features. Among the features, some are time invariant (e.g., vehicle body type), whereas the others are time varying (e.g., vehicle fuel economy). Given the empirical context in which we apply our model (i.e., the U.S. automotive market) and for ease of exposition, we assume that the time-invariant features are nominal and can be coded as L dummy variables (e.g., 1 for SUV and 0 for non-SUV) and that the K time-varying features are continuous and can be log-transformed (e.g., miles per gallon). If needed, the model we present next can be readily extended to accommodate time-invariant features that cannot be dummy-coded or time-varying features that cannot be log-transformed.

We treat the sales of product i (i = 1, …, N) in month t (t = 1, …, T), yit, as a function of baseline attractiveness αit (specified in Equation 2), own and competitive marketing efforts xijt (j = 1, …, J), and lagged sales yit-1 and yit-12. We adopt a log-log formulation that has proved to be robust in modeling sales responses (e.g., Christen et al. 1997; Danaher, Bonfrer, and Dhar 2008; Kopalle, Mela, and Marsh 1999; Wittink 1977; for a review of market response models, see Hanssens, Parsons, and Schultz 2001):

\[ \ln(y_{it}) = \alpha_{it} + \sum_{j=1}^{J} \beta_{ij} \ln(x_{ijt}) + \rho_{i1} \ln(y_{it-1}) + \rho_{i2} \ln(y_{it-12}) + \epsilon_{it}, \]

where \( \beta_{ij} \) captures the impact of marketing effort j; \( \rho_{i1} \) and \( \rho_{i2} \) capture, respectively, carryover and seasonal effects; and \( \epsilon_{it} \) captures unobserved factors affecting product i’s sales, which is assumed to be distributed i.i.d. normal with mean 0 and standard deviation \( \sigma_{i} \).

As we discussed previously, most market response models treat the baseline attractiveness \( \alpha_{it} \) as a nuisance, assumed to be either time invariant or purely stochastic. The focus has been on relating observed sales dynamics to own and competitive marketing efforts. In contrast, in this study we focus on the dynamics of \( \alpha_{it} \) and treat it as a compensatory function of product brand name searches bnit and feature levels dit and fit (Fader and Hardie 1996; Fishbein and Ajzen 1975; Lancaster 1966):

\[ \alpha_{it} = \beta_{0}^{\alpha} + \beta_{1}^{\alpha} \ln(b_{nit}) + \sum_{f=1}^{F} \beta_{df}^{\alpha} d_{ft} + \sum_{k=1}^{K} \beta_{fk}^{\alpha} \ln(f_{kt}), \]

where \( \beta_{0}^{\alpha} \) is the intercept; \( \beta_{1}^{\alpha} \) captures the extent to which the search trend for product i’s brand name bnit is tied to product i’s attractiveness over time; \( \beta_{df}^{\alpha} \) captures the weight consumers place on the fth dummy-coded time-invariant feature df in determining product i’s attractiveness in period t; and, similarly, \( \beta_{fk}^{\alpha} \) captures the weight placed on \( \ln(f_{kt}) \), the kth log-transformed continuous feature of product i in period t. Substituting Equation 2 into Equation 1, we have the following:
(3) \[ \ln(y_{it}) = \beta_0^l + \beta_1^l \ln(b_{it}) + \sum_{j=1}^{l} \beta_{ij}^l \ln(x_{ij}) + \sum_{k=1}^{K} \beta_{ik}^l \ln(f_{ikt}) \]
\[ + \sum_{j=1}^{l} \beta_{ij}^l \ln(x_{ij}) + \rho_{i2} \ln(y_{i,t-1}) + \rho_{i2} \ln(y_{i,t-12}) + \epsilon_{it}, \]
\[ \epsilon_{it} \sim N(0, \sigma^2_{\epsilon}). \]

Intuitively, we expect \( \beta_1^l \) to be positive because an upward trend in product brand name search should, on balance, indicate an upward trend in product attractiveness. To complete our model formulation, we allow \( \beta_{ij}^l \) and \( \beta_{ik}^l \), the feature importance weights, to vary as a function of \( z_{it}^l \) and \( z_{ikt}^l \), the intensity of consumer searches for the corresponding features in period t:

(4a) \[ \beta_{ij}^{d} = \gamma_i^d \ln(z_{it}^d) + \zeta_{ijt}^d, \quad \ell = 1, \ldots, L, \text{ and} \]

(4b) \[ \beta_{ikt}^{d} = \gamma_{ikt}^d \ln(z_{ikt}^d) + \zeta_{ikt}^d, \quad k = 1, \ldots, K, \]

where \( \gamma_i^d \) and \( \gamma_{ikt}^d \) capture the extent to which feature importance trends (\( \beta_{ij}^{d} \) and \( \beta_{ikt}^{d} \)) are correlated with the corresponding feature search trends (\( z_{it}^d \) and \( z_{ikt}^d \)), and \( \zeta_{ijt}^d \) and \( \zeta_{ikt}^d \) are assumed to be distributed i.i.d. normal with, respectively, means \( \zeta_{ijt}^d \) and \( \zeta_{ikt}^d \) and standard deviations \( \sigma_{\zeta}^d \) and \( \sigma_{\zeta}^d \).

Finally, to enable information pooling across products in model estimation, we assume the product-specific effects of brand search trends (\( \beta_{ij}^{d} \)), marketing efforts (\( \beta_{ikt}^{d} \)), and sales carryover and seasonality (\( \rho_{i1} \) and \( \rho_{i2} \)) to follow normal distributions across products: \( \beta_{ij}^{d} \sim N(\bar{\beta}_j^d, \sigma_{\beta}^2) \); \( \beta_{ikt}^{d} \sim N(\bar{\beta}_k^d, \sigma_{\beta}^2) \); \( \rho_{i1} \sim N(\bar{\rho}_i^1, \sigma_{\rho}^2) \). The parameters \( \bar{\beta}_j^d, \bar{\beta}_k^d, \bar{\rho}_i^1, \) and \( \bar{\rho}_i^2 \) are the means and \( \sigma_{\beta}^2 \), \( \sigma_{\rho}^2 \) are the variances of the hierarchical distributions.

**Testing Whether Feature Search and Importance Trends Are Positively Correlated**

Analogous to conjoint analysis, \( \beta_{ikt}^l \) in Equation 3 can be viewed as the importance weight of feature k during period t in determining product i’s attractiveness. Alternatively, in the nomenclature of market response models, \( \beta_{ikt}^l \) can be interpreted as product i’s sales elasticity to feature k level (i.e., \( \partial \ln(y_{it})/\partial \ln(f_{ikt}) = \beta_{ikt}^l \)). That is, for a 1% increase in feature k level, one would expect a \( \beta_{ikt}^l \)-percentage shift in product i’s sales, which should be positive for desirable and negative for undesirable features. Furthermore, \( \beta_{ikt}^l \) is allowed to vary over time as a function of \( z_{ikt}^l \), the intensity of consumer searches for feature k at time t. If an upward trend in \( z_{ikt}^l \) is indeed a manifestation of feature k becoming more important, we expect \( \gamma_{ikt}^l \) in Equation 4b to be positive for a desirable feature and negative for an undesirable feature.

To observe the logic more intuitively, consider fuel economy, a desirable vehicle feature, as an example. All else being equal, when fuel economy gains importance in shaping vehicle purchase decisions, two upward trends emerge: (1) consumers conduct more searches containing fuel economy–related keywords (i.e., an upward trend in \( z_{ikt}^l \)), and (2) a vehicle’s sales become more positively elastic to its fuel economy level (i.e., an upward trend in \( \beta_{ikt}^l \)). Taken together, as the importance of fuel economy evolves over time, one should expect to observe a positive correlation between \( \beta_{ikt}^l \) and \( z_{ikt}^l \), which would be captured through a positive \( \gamma_{ikt}^l \).

Similarly, this logic also applies to undesirable features. For example, all else being equal, when cost to operate becomes more of a concern to consumers, one would expect people to conduct more searches containing keywords related to cost to operate (i.e., an upward trend in \( z_{ikt}^l \)). In the meantime, a vehicle’s sales would be expected to become more negatively elastic to its cost to operate (i.e., a downward trend in \( \beta_{ikt}^l \)). Taken together, as the importance of cost to operate evolves over time, a negative correlation between \( \beta_{ikt}^l \) and \( z_{ikt}^l \) is expected, which would be captured through a negative \( \gamma_{ikt}^l \).

In summary, on the basis of one first principle (i.e., when a desirable [undesirable] feature becomes more important to consumers, sales should become more positively [negatively] elastic to the level of that feature) and one hypothesis (i.e., when a feature becomes more important, one of its manifestations will be an upward trend in searches for keywords related to that feature), we conjecture that the \( \gamma_{ikt}^l \) estimates in our model should be positive for desirable features (e.g., fuel economy, acceleration) and negative for undesirable features (e.g., cost to buy, cost to operate). If this conjecture is borne out empirically, it should lend strong face validity to our proposed model and the treatment of feature search trends as reflective indicators of feature importance trends, which are latent constructs that would be difficult to track otherwise.

**Projecting Search Trends into the Future**

Although feature search data are readily available through Google Trends in near real time, monitoring historical feature search trends can only inform managers about how feature importance weights have evolved in the past (up to the point when the latest data are gathered). To make our model more useful in helping managers become proactive in their leveraging of feature search data, we present a model that projects feature search trends into the near future (e.g., the next one to two years). Equipped with forecasted feature search trends and our proposed market response model, managers can improve not only sales forecasts but also planning for the future.

We use a basic structural time-series model with a local linear trend and a seasonal component to capture the dynamics in feature search trends (Commandeur and Koopman 2007). Specifically, we model the search intensity for feature k during period t, \( z_{ikt} \), as follows:

(5) \[ \ln(z_{ikt}) = \phi_{ikt}^z + \psi_{ikt}^z + v_{ikt}^z, \quad v_{ikt}^z \sim i.i.d. N\left(0, \sigma^2_{v} \right) \]
\[ \phi_{ikt}^z = \phi_{ikt-1}^z + \Delta_{ikt-1}^z + w_{ikt}, \quad w_{ikt} \sim i.i.d. N\left(0, \sigma^2_{w} \right) \]
\[ \Delta_{ikt}^z = \Delta_{ikt-1}^z + h_{ikt}, \quad h_{ikt} \sim i.i.d. N\left(0, \sigma^2_{h} \right) \]
\[ \psi_{ikt}^z = - \sum_{m=1}^{l} \psi_{ikt-m}^z + u_{ikt}, \quad u_{ikt} \sim i.i.d. N\left(0, \sigma^2_{u} \right). \]
where $\phi_{it}$ represents the local linear trend and $\psi_{it}$ is the seasonal component.

We use a standard procedure in SAS (Proc UCM) to calibrate this model and to make projections in the given forecasting window (e.g., 24 months in holdout validation). We apply the same model setup and estimation procedure to project brand search trends ($b_{it}$).

**Benchmark Models**

We have proposed a novel market response model in which feature search trends enter into the system as predictors of feature importance weights, which means that $z_{it}$ affect sales only through interactions with feature levels. We have argued that the signs and significance of $\gamma_{it}$ will provide a strong test of our hypothesis that feature search trends are positively correlated with feature importance trends. However, another important empirical question remains: What is the incremental predictive power of feature search trends, beyond what has typically been included in existing market response models? To address this issue, we benchmark our model against two alternatives and evaluate their performances in in- and out-of-sample goodness-of-fit.

Equation 6 presents the first benchmark, a seasonal autoregressive model with marketing efforts ($x_{it}$) as additional covariates. This model assumes that the baseline attractiveness of product $i$ ($\beta_{it0}$) remains constant over time, which leaves marketing efforts as the sole driver of the observed dynamics in sales:

$$\ln(y_{it}) = \beta_{it0} + \sum_{j=1}^{J} \beta_{ij} \ln(x_{ij}) + \rho_{it} \ln(y_{i, t-1})$$

$$+ \rho_{i2} \ln(y_{i, t-12}) + \epsilon_{it}.$$  

Equation 7 presents the second benchmark, which extends Equation 6 by including product brand name search $b_{it}$ as an additional covariate:

$$\ln(y_{it}) = \beta_{it0} + \beta_{it} \ln(b_{it}) + \sum_{j=1}^{J} \beta_{ij} \ln(x_{ij})$$

$$+ \rho_{it} \ln(y_{i, t-1}) + \rho_{i2} \ln(y_{i, t-12}) + \epsilon_{it}.$$  

The second benchmark is consistent with the notion that trends in product brand name searches can be indicative of trends in product sales, which has been the predominant way Google Trends data have been leveraged (e.g., using online search volumes for the keyword “Prius” as a predictor of current or future Prius sales). This is essentially what Choi and Varian (2009b) and Du and Kamakura (2012) find (even though, unlike Equations 6 and 7, neither studycontrolled for the impacts of marketing efforts).

In summary, by comparing our proposed model against the two benchmarks, we can determine the incremental value of brand search trends over marketing efforts and lagged sales (benchmark 2 [Equation 7] vs. benchmark 1 [Equation 6]). We can also determine the incremental value of feature search trends over brand search trends, marketing efforts, and lagged sales (our proposed model [Equations 3 and 4] vs. benchmark 2 [Equation 7]).

**Endogeneity and Model Calibration**

We aim to achieve two goals through our empirical analyses. We hope to (1) establish face validity by examining the signs and significance of model parameter estimates to determine whether they are mostly consistent with our expectations and (2) establish predictive validity by comparing in- and out-of-sample fit between the alternative models. To achieve the first goal, we recognize that, for both our proposed model and the benchmarks, endogeneity could bias the parameter estimates because there might be (1) unobserved factors influencing both the dependent variable (sales) and the covariates and (2) reverse causality between sales and market efforts or between sales and search trends (Joo et al. 2013).

Following Lancaster (2004) and Van Heerde et al. (2013), we adopt a two-stage least squares approach in dealing with potential endogeneity in marketing efforts and search trends. Following Van Heerde et al., we use the following instrumental variables (IVs) for a focal vehicle’s marketing efforts and brand search trend: average lagged cash incentive, average lagged advertising spend, and average lagged brand search, with all the averaging taken over vehicles outside the class to which the focal vehicle belongs. For example, when Honda Civic is the focal vehicle, we use as IVs the averages of lagged cash incentives, advertising spend, and brand searches from vehicles that are not in the compact sedan class (e.g., SUVs, full-size sedans). Lamey et al. (2012) and Ma et al. (2011) adopted similar IVs (lagged marketing activities outside the focal product class). To address potential endogeneity in feature search trends, which are not specific to any particular product, we use as IVs the average current feature levels (of all products) and lagged industry-wide cash incentives and advertising spend. All the IVs we have adopted passed the Angrist–Pischke (2009) test for strength ($p < .05$) and Sargan test for overidentification ($p > .10$).

Although it is important to adjust for potential endogeneity in determining the face validity of our model (through the signs and significance of parameter estimates), endogeneity poses less of a threat in determining the predictive validity of our model. Indeed, as Ebbes, Papiers, and Van Heerde (2011) demonstrate, one should not use models that are adjusted for endogeneity in holdout sample validation. Accordingly, when we attempt to establish predictive validity, we recalibrate our proposed model and the bench-
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2It is important to note that feature searches, unlike brand searches, are not tied to any specific product and thus have much larger volumes in general. For example, in the United States the search volume for keywords related to vehicle fuel economy is more than five times larger than the search volume for Prius. Consequently, compared with brand searches, feature searches are less susceptible to idiosyncratic/brand-specific forces that affect only a few products and do not reflect genuine shifts in the underlying preference structure. For example, a product recall might trigger more searches for Prius, with little impact on searches for vehicle fuel economy.
marks without using any IVs and focus on comparing the models’ out-of-sample fit.

We estimate all the models, endogeneity-adjusted or not, using the Gibbs sampler programmed in WinBUGS (Lunn et al. 2000) and use diffuse priors on all the parameters, with normal (0, 1,000) for the means and inverse-gamma (.01, .01) for the variances. Of the 120,000 draws from the Gibbs sampler, the first 100,000 serve as burn-ins, and the posterior estimates are based on the last 20,000 draws. We determine convergence by using the Brooks–Gelman–Rubin diagnosis in WinBUGS (Brooks and Gelman 1998). We deem an estimate statistically significant when the posterior credible interval between the 2.5th and 97.5th percentile does not contain 0.

Data

We apply our model in the context of the U.S. automotive market. In buying expensive durables such as automobiles, consumers are highly motivated to conduct information search (Beatty and Smith 1987; Moorthy, Ratchford, and Talukdar 1997; Pun and Staelin 1983; Srinivasan and Ratchford 1991), and increasingly those searches are carried out over the Internet (Bronnenberg, Kim, and Mela 2014; J.D. Power and Associates 2008, 2012; Ratchford, Lee, and Talukdar 2003; Ratchford, Talukdar, and Lee 2007; Zettelmeyer, Morton, and Silva-Risso 2006). Furthermore, the automotive market in the United States is highly differentiated, with a large number of established vehicle models that can be characterized by a set of well-defined and readily searchable features. We consider this market a suitable context for testing our proposed market response model.

We gathered monthly new vehicle sales data \( y_{1it} \) from Automotive News for the period between January 2004 and April 2011. During the 88-month period, 80 nonluxury passenger vehicles had been continuously available in the U.S. market, all of which are included in our study. Such a selection criterion means that we had to exclude newly launched or discontinued vehicles. That said, the 80 vehicles that we do include account for more than 71% of total U.S. nonluxury passenger vehicle sales during the observation window.

In terms of each vehicle’s own marketing efforts, we assembled monthly average consumer cash back per vehicle \( x_{11t} \) from Automotive News (“own incentives” hereinafter) and monthly total advertising spend in the United States \( x_{12t} \) from Kantar Media’s AdSpender (“own ad spend” hereinafter). For each focal vehicle, competitive marketing efforts include monthly average consumer cash back per vehicle \( x_{13t} \), “competitive incentives” hereinafter) and total ad spend \( x_{14t} \) “competitive ad spend” hereinafter) by all the competitors in the focal vehicle’s class (e.g., compact sedan, compact SUV). We identified each focal vehicle’s class and all the within-class competitors using Automotive News’s market classification system.

From Google Trends, we extracted 80 brand search trends \( z_{1t} \) for the 80 vehicles in our sample, one search trend \( z_{1t} \) for vehicle body type (SUV or not, a time-invariant feature), and four search trends for time-varying features: fuel economy \( z_{13t} \), acceleration \( z_{14t} \), cost to buy \( z_{15t} \), and cost to operate \( z_{16t} \). For fuel economy, acceleration, and cost to operate, we gathered the actual levels \( f_{ikt} \) of each vehicle during each model-year from Edmunds.com. For cost to buy, we used the manufacturer’s suggested retail price (MSRP) gathered from MSN Autos. Just as prices are often treated as a product feature in conjoint analyses, we include cost to buy (MSRP) as a product feature rather than as a marketing effort variable. We chose cost to buy as the label (instead of sticker price) to better contrast with cost to operate, which includes costs associated with maintenance, repair, fuel, and so on. Finally, for vehicles that offer multiple trims, we used the median feature level.

We chose to focus on vehicle body type, fuel economy, acceleration, cost to buy, and cost to operate because these features are considered the most relevant to an average U.S. consumer, according to major automotive information websites such as Edmunds.com and JDPower.com. In general, for nonluxury passenger vehicles, fuel economy and acceleration are considered desirable features, whereas cost to buy and cost to operate are considered undesirable features. As we argued previously, if indeed feature search trends are positively correlated with feature importance trends, we expect a vehicle’s sales to become more positively elastic to its fuel economy and acceleration levels when searches for these desirable features trend upward (i.e., \( g_{11} \) and \( g_{14} \) are expected to be positive and significant). Conversely, we expect a vehicle’s sales to become more negatively elastic to its cost-to-buy and cost-to-operate levels when searches for these undesirable features trend upward (i.e., \( g_{13} \) and \( g_{15} \) are expected to be negative and significant). Finally, the body type of a vehicle (SUV or not) does not change over time and is a nominal feature that is neither universally desirable nor universally undesirable. Nevertheless, intuition suggests that, all else being equal, when searches for SUVs intensify, SUV sales should be expected to increase (i.e., \( g_{12} \) should be positive).

A key challenge in extracting the search trend for a particular feature lies in the identification of relevant search terms. When consumers seek information related to the same underlying product feature, they may use a wide variety of terms (e.g., fuel economy vs. fuel efficiency vs. gas mileage vs. miles per gallon), including abbreviations (e.g., “MPG” for miles per gallon), minor variations, singulars/plurals, and misspellings. Fortunately, Google Trends allows users to construct composite queries by joining multiple terms with plus signs. For example, the composite query we used to extract the search trend for fuel economy includes ten terms (i.e., city mileage + fuel consumption + fuel economy + fuel efficiency + fuel efficient + gas mileage + highway mileage + hybrid + mile per gallon + mpg). Table 1 presents the composite queries we used to extract feature search trends from Google Trends.

To compile the terms used to form the composite queries, we went through a careful multistep procedure. First, we generated a comprehensive list of candidate terms so as not to miss any popular ones used by consumers. We began by scanning consumer reviews on Edmunds.com and selected terms that seemed relevant for each feature. Each term that resulted from this step was then entered into
Google AdWords for suggestions of additional keywords to further expand the list of candidate terms. Subsequently, we pared down this list by excluding terms that can be intended for things other than the focal feature (e.g., we do not use the term “acceleration” by itself because the result can be confounded with searches related to the accelerator pedal). We relied on two independent judges, and whenever disagreement arose, we used a third to make the decision regarding whether to keep or remove a term. Finally, we removed terms that have much lower search volumes than the popular ones (both Google AdWords and Google Trends can be used to determine the relative popularity for different terms). We followed the same procedure in constructing composite queries for vehicle brand names, which mainly consist of vehicle make and model, along with common variations (e.g., volkswagen beetle + vw beetle + volkswagen beetle + volkswagen beatle + vw beatle + volkswagen beatle).

To ensure that the feature search trends are indeed related to automobiles (as opposed to other product categories), we relied on the “Autos & Vehicles” category filter in Google Trends. In constructing the feature search trends used in our model, we divided each raw feature search index from Google Trends by the search index for the entire “Autos & Vehicles” category. This gives us a normalized trend line that captures the search intensity for a particular feature relative to the search intensity for the entire “Autos & Vehicles” category. Such normalization provides us with a more reliable tracking measure of how feature importance has evolved over time because it removes variations in feature searches that are due to variations in consumers’ overall category search interest. For example, seasonal increases in vehicle shopping activities may increase all vehicle-related searches, but that does not mean a particular vehicle feature has become more important. By dividing raw feature search indexes by the search index for the entire “Autos & Vehicles” category, such category-wide fluctuations can be removed. Like feature search trends, brand search trends are also normalized by dividing the raw Google Trends indexes by the search index for the entire “Autos & Vehicles” category.

Results

**In-and Out-of-Sample Fit**

We compare our proposed model against the two benchmarks introduced previously. The goal is to determine the incremental value of feature search trends in predicting sales, beyond what can be accomplished with marketing efforts and brand search trends. To do so, we compare the models in terms of both in- and out-of-sample fit. For in-sample comparisons, we calibrate all the models using data from the first 64 months of our observation window (i.e., January 2004 through April 2009) and compare the mean absolute error (MAE) between the actual sales ln(yit) and the predicted sales. The first row of Table 3 reports the overall in-sample MAEs (across 80 vehicles and 64 months).

We observe that Model 1, a seasonal autoregressive model that uses lagged sales and own and competitive marketing efforts as predictors, produces an MAE of .190. By adding brand search trends to Model 1, Model 2 improves in-sample MAE little (.190 vs. .188). In contrast, by adding feature levels and feature search trends to Model 2, our proposed Model 3 reduces MAE by 54.3% (from .188 to .086). Such a remarkable improvement in fit indicates that feature levels and feature search trends capture a substantial amount of dynamics in sales, beyond what has already been captured by lagged sales, marketing efforts, and brand search trends.3

Although a 54.3% reduction in MAE is impressive, superior in-sample fit can be misleading due to the risk of overfitting. To address this issue, we use data from the last 24 months of our observation window (i.e., May 2009 through April 2011) to conduct a holdout test. As with the in-sample comparisons, we calibrated the parameters of all

---

3We explored two alternative benchmarks, which extend, respectively, Models 1 and 2 by including time-varying feature levels (i.e., fuel economy, acceleration, cost to buy, and cost to operate) as additional covariates. Time-invariant features such as vehicle body type cannot be included as covariates because the models already have product-specific time-invariant intercepts. We chose not to include these two alternative benchmarks because they underperformed their simpler counterparts in out-of-sample fit.
the models using data from the first 64 months. In the out-of-sample comparisons, instead of using the actual brand and feature search trends during the 24-month holdout period, we use their forecasts.

More specifically, for each brand search trend and feature search trend, we calibrate a separate forecasting model (Equation 5) using data from the first 64 months, which is then projected into the 24-month holdout period. These forecasted search trends are then plugged into the market response models calibrated using data from the first 64 months, producing sales forecasts for the 24-month holdout period. Note that, for marketing efforts and feature levels, we use their actual values in the holdout period. We do so for three reasons. First, they are decision variables that are under managerial control. Second, using the actual marketing efforts and feature levels and the forecasted brand and feature search trends in the holdout period allows us to focus on the incremental value of search trends in predicting sales, which is a main goal of this study. Third, the way we carry out the holdout test mimics the common practice in sales forecasting, in which the main source of uncertainty, from the manager’s perspective, lies in future consumer preferences, the evolution of which manifests in search trends for not only product brand names but also product features.

The second row of Table 3 reports the overall MAEs (across 80 vehicles and 24 months) based on the holdout test. First, we note that the out-of-sample MAEs are larger than their in-sample counterparts. This is not surprising given that the models are calibrated using data from the first 64 months, which can contain idiosyncrasies that do not exist in the 24-month holdout period. For Models 2 and 3, the increases in MAEs from in sample to out of sample also reflect errors in forecasted brand and feature search trends.

Second, we note that the out-of-sample MAEs are the same between Models 1 and 2, which suggests that adding brand search trends to Model 1 failed to improve predictive performance. This finding runs counter to Choi and Varian (2009b) and Du and Kamakura (2012), who find that trends in online searches for vehicle brand names could improve forecasts of vehicle sales. A key difference between our study and theirs is that we controlled for own and competitive marketing efforts, which raises the possibility that, after controlling for marketing efforts, including only brand search trends in a market response model does not improve model fit (in our case, marginal in-sample improvement and no out-of-sample improvement).

Third, and most importantly, by comparing Model 3 with Model 2, we note that by adding feature search trends, our proposed model reduces the out-of-sample MAE by 10.3% (from .370 to .331), an empirical result that should be considered impressive. Taken together, such improvements in fit (54.3% in sample and 10.3% out of sample) indicate that vehicle feature search trends can explain a
large portion of dynamics in vehicle sales, beyond what can be accounted for by lagged sales, marketing efforts, and brand search trends.

Furthermore, the incremental predictive power of our proposed model does not depend on the amount of lead time between feature searches and product purchases. Rather, the incremental predictive power results from the notion that feature importance—and thus, the elasticity of sales to feature levels—can change substantially over time; as a result, as long as feature search trends and feature importance trends are correlated over the long run, our proposed model would be able to leverage the signals about consumer preferences contained in feature search trends and capture sales dynamics that cannot be foreseen otherwise.

Estimates of $\gamma_k^f$

Although the improvements in in- and out-of-sample fit suggest strong predictive validity, to further investigate whether the improvements in fit are a statistical coincidence, we examine the estimates of the model parameters that link feature search trends to sales dynamics (i.e., the $\gamma_k^f$). Recall that product i’s sales elasticity to time-varying feature k level is captured through $\beta^f_{ik} = \partial \ln(y_{it})/\partial \ln(f_{ikt})$ (all else being equal, for a 1% increase in the feature’s level, one would expect a $\beta^f_{ik}$% change in product i’s sales). Our proposed model allows $\beta^f_{ik}$ to vary as a function of feature search trend $z^f_{ikt}$ ($\partial \beta^f_{ik}/\partial \ln(z^f_{ikt}) = \gamma_k^f$). Simply put, $\gamma_k^f$ captures how the search trend for feature k moderates the sales elasticity of feature k.

If our model’s superior performance in capturing sales dynamics is not a statistical fluke but rather is due to the finding that feature search trends contain genuine information about feature importance trends, an intuitive pattern in the $\gamma_k^f$ estimates would be expected. Table 4 indicates that the expected pattern has been borne out: the $\gamma_k^f$ estimates for the two desirable features, fuel economy and acceleration, are both positive and significant ($\gamma_1^f = .019$ and $\gamma_2^f = .106$, $p < .05$), while the $\gamma_k^f$ estimates for the two undesirable features, cost to buy and cost to operate, are both negative and significant ($\gamma_3^f = -.103$ and $\gamma_4^f = -.050$, $p < .05$). These results mean that (1) all else being equal, when consumer searches for keywords related to fuel economy and acceleration intensify, vehicle sales become more positively elastic to those features and (2) when consumer searches for keywords related to cost to buy and cost to operate intensify, vehicle sales become more negatively elastic to those features.

Taken together, the finding that all the $\gamma_k^f$ estimates for the desirable and undesirable features are significant and of the expected signs suggests that our proposed model’s superior performance in capturing sales dynamics is by no means a statistical coincidence. It also lends strong empirical support to the notion that the evolution of feature search intensity contains genuine information about shifting consumer preferences and that feature search trends can be tracked as a way to monitor feature importance trends (at least in our empirical context).

Estimates of Other Model Parameters

In addition to the $\gamma_k^f$ estimates, Table 4 also reports the estimates for the mean effects of brand search trends ($\bar{p}$), carryover and seasonality ($\bar{r}_1$ and $\bar{r}_2$), and own and competitive marketing efforts ($\bar{b}_1$, $\bar{b}_2$, $\bar{b}_3$, and $\bar{b}_4$). According to Model 3, vehicle brand search trends are positively linked with vehicle sales ($\bar{p} = .138$, $p < .05$). The carryover and seasonality effects are both positive and significant ($\bar{r}_1 = .480$ and $\bar{r}_2 = .243$, $p < .05$). The effects of own and competitive incentives are both insignificant ($\bar{b}_1 = -.002$ and $\bar{b}_2 = .012$, $p > .05$), while the effects of own and competitive ad spend are both positive and significant ($\bar{b}_3 = .035$ and $\bar{b}_4 = .015$, $p < .05$).

Concluding Remarks

A basic idea behind conjoint analysis is that the attractiveness of a product can be modeled as a function of feature levels and the importance weights that consumers place on

<table>
<thead>
<tr>
<th>Variable</th>
<th>Benchmark Models</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature Search Trends</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuel economy</td>
<td>$\gamma_1^f$</td>
<td>.019</td>
</tr>
<tr>
<td>Acceleration</td>
<td>$\gamma_2^f$</td>
<td>.106</td>
</tr>
<tr>
<td>Cost to buy</td>
<td>$\gamma_3^f$</td>
<td>-.050</td>
</tr>
<tr>
<td>Cost to operate</td>
<td>$\gamma_4^f$</td>
<td>-.103</td>
</tr>
<tr>
<td>Body type: SUV</td>
<td>$\gamma_4^f$</td>
<td>.002</td>
</tr>
<tr>
<td>Brand search trends</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales (1 month lagged)</td>
<td>$\bar{p}$ ($\bar{p}_1$)</td>
<td>.122 (.021)</td>
</tr>
<tr>
<td>Sales (12 months lagged)</td>
<td>$\bar{p}_1$ ($\bar{p}_2$)</td>
<td>.558 (.013)</td>
</tr>
<tr>
<td>Own incentive</td>
<td>$\bar{b}_1$ ($\bar{b}_2$)</td>
<td>-.014 (.004)</td>
</tr>
<tr>
<td>Own ad spend</td>
<td>$\bar{b}_3$ ($\bar{b}_4$)</td>
<td>.041 (.006)</td>
</tr>
<tr>
<td>Competitive incentive</td>
<td>$\bar{b}_3$ ($\bar{b}_4$)</td>
<td>.010 (.007)</td>
</tr>
<tr>
<td>Competitive ad spend</td>
<td>$\bar{b}_4$ ($\bar{b}_4$)</td>
<td>.037 (.005)</td>
</tr>
</tbody>
</table>

Notes: Boldface indicates that the 95% posterior credible interval excludes zero.
them. In this study, we extend this basic idea to market response modeling, allowing product baseline attractiveness to vary as a function of feature levels and feature importance weights, which we allow to vary over time as a function of feature search trends. By applying our proposed model to the U.S. automotive market, we find empirical support for the notion that feature search trends, which are readily available in near real time, may be treated as reflective indicators of feature importance trends, which are latent constructs that would otherwise be difficult to track. Furthermore, we show that, even after accounting for marketing efforts and brand search trends, the predictive power of a market response model can be substantially improved by allowing product baseline attractiveness to vary over time as a function of feature search trends.

We note that the managerial relevance of our proposed approach goes beyond sales forecasting, although that can be a worthy goal in and of itself. First and foremost, managers should recognize that, as our empirical results have shown, feature search and importance trends tend to be positively correlated. When increasing (decreasing) consumer searches for certain product features have been spotted, managers should infer with reasonable confidence that those features are likely gaining (losing) importance in shaping consumers’ purchase decisions. Second, given those trends in feature searches (and thus, feature importance), managers should reevaluate the baseline attractiveness of each product that is under their purview, which should reveal that some products will become more attractive, while others will become less so. Finally, equipped with those foresights, we identify the following avenues through which managers may improve their decision making by leveraging feature search trends strategically.

- **Product design.** Managers can continuously monitor consumer tastes through online search trends and enhance their product features to meet changing needs. In particular, managers can put more effort into developing products that are superior in features that attract increasingly more consumer searches. When considering adjusting certain product features, managers can combine our proposed market response model with projected feature search trends to conduct what-if analyses and quantify the impacts of feature level changes on future sales.

- **Budget allocation.** Managers can adjust their budget allocation across a product portfolio on the basis of how each product’s baseline attractiveness is projected to change as a result of shifting feature search trends. More specifically, to maximize profits for a given budget, managers should consider increasing marketing spend (e.g., advertising, incentives) on products that are becoming more attractive because they will generate more “bang for the buck” (i.e., the same sales lift is applied to an increased baseline). Or, if the goal is to meet sales targets while minimizing total marketing spend, managers should consider decreasing marketing spend on products that are becoming more attractive because they are more likely to “sell themselves.” In short, without paying close attention to feature search trends, managers risk over- or underspending on products whose baseline attractiveness is shifting.

- **Advertising.** Managers may dynamically adjust their ad copies and messaging by increasing emphasis on features for which their products are considered superior and consumer searches are trending upward.

- **Production and inventory planning.** Faced with increasing or decreasing consumer searches for certain features, managers need to know how demands for different products would change as a result. They may consider expanding production and/or inventory for products that are superior in features whose searches are trending upward.

To implement our proposed approach in practice, we note the following challenges and limitations that must be put into proper perspective:

- **Ambiguity of consumer search intentions.** Although we have argued and provided empirical evidence in support of the notion that feature search and importance trends are positively correlated, we acknowledge that it would be difficult to prove that increasing feature search intensity can always be viewed as a sign of increasing feature importance. Such ambiguity exists because there will always be uncertainties about what might have caused consumers to conduct more or fewer online searches on a particular feature (e.g., it could be due to non-shopping-related reasons or to a change in information availability from offline sources). Indeed, the challenge we face here is intrinsic to any study that attempts to leverage Google Trends data, which is bound to be more ambiguous than transaction or survey data. We took an empiricist approach in this study and relied on predictive and face validity tests to gain confidence in our results. In contexts in which such tests may not be viable, researchers must be cautious in interpreting what a particular search trend stands for.

- **Model stability.** Model stability is related to the previous challenge. For example, the now-famous Google Flu Trends tool must also contend with the fact that not all searches for flu-related terms are tied to flu incidences and that trends in flu searches are not perfectly correlated with trends in flu incidences. Although such a lack of perfect correlation did not prevent Google Flu Trends from becoming a useful tool in helping detect influenza epidemics (Ginsberg et al. 2009), recent studies (e.g., Butler 2013; Lazer et al. 2014) have found that predictions can go seriously wrong if the forecasting model is not dynamically recalibrated. We share the concern and emphasize that one should treat all models that leverage Google Trends data with caution because (1) the data-generating process could change over time and (2) the dynamic relationship between search trends and the target variables could also change over time. In other words, what works now might not work as well in the future. Consequently, it is important to periodically recalibrate models (e.g., update the keyword list and coefficient estimates) and pay close attention when systematic biases begin to emerge in model predictions.

- **Subjectivity in the construction of feature search indexes.** A challenge in extracting the search trend for a particular feature lies in the identification of relevant search terms. In our study, we first generated a comprehensive list of candidate terms so as not to miss any popular ones used by consumers. We then pared down the list by removing terms that could be intended for things other than the focal feature or terms that have much lower search volumes. Although we adopted a systematic procedure in constructing the composite query for each search trend, subjectivity in such a process is inevitable. In future studies, one possibility is to consider employing multiple independent teams in the construction of feature search indexes, resolving any between-index discrepancies before proceeding to subsequent analyses.

These challenges aside, we see many promising avenues for extending our work, including, but not limited to, the following:
• Studying other product categories. As the examples in Figure 1 show, the application of our approach can go beyond the automotive market. It should be readily extendable to categories in which products can be characterized by a set of well-defined features and a significant number of consumers search for feature-related information online.

• Extending the approach to explain spatial-temporal variation in consumer demands. It is conceivable that relative feature importance can differ across geographic regions and its evolution can follow different paths. Because Google Trends provides search indexes at both national and regional levels, marketers can potentially monitor feature search trends by geographic region and tailor their product offerings and marketing efforts to the distinct and evolving tastes of each local market.

• Investigating drivers of feature importance trends. In this research, we treat feature search trends as reflective indicators of feature importance trends. We do not address what may cause the relative importance of various product features to evolve over time. It would be worthwhile to investigate the extent to which feature importance trends are shaped by factors that are under marketers’ control (vs. environmental factors that are beyond marketers’ control). Given that feature importance trends are difficult to track, future studies can treat feature search trends as their manifestations and examine the latter’s drivers.

In conclusion, we intend this research to serve as a call to action for marketers to better account for the impacts of evolving consumer tastes in market response modeling. Thanks to the emergence of big data sources such as Google Trends, it will become increasingly cost effective for marketers to monitor the evolution of consumer tastes. We hope this article serves as a prototype empirical example, illustrating what could be achieved by leveraging online consumer interest tracking data in analyses of market performance dynamics, an area of research that is bound to grow as marketers continue to explore this promising new source of marketing intelligence.

REFERENCES


Fishbein, Martin and Icek Ajzen (1975), Belief, Attitude, Intention and Behavior: An Introduction to Theory and Research. Reading, MA: Addison-Wesley.
