Frontier Regression:                                        J. Hess
Stochastic Frontier Analysis

Cost Regression:   Ci=a + bQi + ii
The term a+bQ+ represents the minimum cost measured with a slight measurement error . Given this, the actual costs must be above the minimum so the inefficiency term  must be positive.  Suppose that  has an exponential distribution: 

f()=e-/ for (

[Note: E[]= and Var[]=2.]  Suppose that the measurement error ~N(0,2) and is independent of the inefficiency .  The joint probability of  and  is
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.  Let the total error be denoted =+.  [Note: E[]= and Var[]=2+2.]  Then the joint probability of the inefficiency and total error is 
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.  The marginal distribution of the total error is found by integrating the f(,) with respect to  over the range [0,().  Using “complete-the-square” this can be seen to equal
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, where  is the cumulative standard normal.  


To fit the model to n data-points, we would select a, b ,  and  to maximize log-likelihood:
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Once we have estimated the parameters, we can measure the amount of inefficiency for each observation, i.  The conditional pdf f(i|i) is computed for i=Ci-a-bQi:
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.  This is a half-normal distribution and has a mode of i-2/, assuming this is positive. The degree of cost inefficiency is defined as IEi=
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; this is a number greater than 1, and the bigger it is the more inefficiently large is the cost.  Of course, we do not know i, but if we evaluate IEi at the posterior mode i-2/ it equals IEi (
[image: image7.wmf]i

2

i

bQ

a

/

C

e

-

-

l

s

-

.  Note that the term 2/ captures the idea that we do not precisely know what the minimum cost equals, so we slightly discount the measured cost to account for our uncertainty about the frontier. 

Profit Regression:  this is just like the above only we think measured profit is the maximized profit minus some inefficiency term like .  The only thing that changes is a few signs.
� Aigner, D., C. Lovell and P. Schmidt (1977), “Specification and Estimation of Production Frontier Production Function Models,” J. Econometrics, 6:1 (July), 21-37; Kumbhaka, S and C. Lovell (2000), Stochastic Frontier Analysis, Cambridge Univ Press. Free SFA software FRONTIER 4.1 is available at � HYPERLINK "http://www.uq.edu.au/economics/cepa/frontier.htm" ��http://www.uq.edu.au/economics/cepa/frontier.htm� .





_1264257393.unknown

_1264258866.unknown

_1264259303.unknown

_1283774790.unknown

_1264259207.unknown

_1264258029.unknown

_1264257195.unknown

